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FOREWORD4

This report cover's, the work ,performed during the,,period February-

December 1960.Iby the Cornell Adronautidal Laboratory, Inc., Buffalo, NewYork,

under Air Force Contract AF 30(02)-2210i. The contract was- initiated by the
Advanced Development .taboratory,,of the Directorate of-Communications, the

Rome Air Developmrent Center, Griffiss-Air Force Base, New York. 'The work.
was. perfoprmed under the cognizance and direction of Mr. Alfr~e d S. Kobos.

The -assi~btance and-encouragement received from RADO pqrsonnel, in p~rticular
Messrs. Mile s H. Bickelhaupt, Alf red, S.- Kobos and Lto Jack K. 'Wolf, fsgrate-

fu:lly acknowledged.

The mater.Lal iwhich is presented ihi this report is the result of the joint
e~f orts, of the perisonnel-"assigne~d to. this ,p:roject at the Cornell. Aeronautical

Laboratory.' "The Projecat Engineer .at, -the C.A.L* is. Dr*. John Cl. Lawton and the

major contributors to this efr are ,Messrs# Harold D. "Becker, 'Ting T. Chang,

Richard t. Cleary, Eugene A. -Trabka, Ned B. Smith.



I ABSTRACT

Thir repor t cov-rs; analyses on a.w vaitty of topicsi relateýd to thetas
L~i.~sofl of~ digital. data. The -perI'omarnce of several 'types of Phase Pt

Keyed. (P3K) iystemns, as deteni-nedliby the. relationship of the error probalhility

-* ii-nal-to-noiso ratio) is examined. Cohoehot, di~fferentially coherent,
~~ arid rn-state ROM systems, and VA~ efteCtS UfA frecjUenCY.Ofjrst, Cross-

'a"), --nri thermal noise on the perL'oriisniee-of these systems are considere~d.. -

Tho peornanc o r-stte ~iferentially coherentmutiplexed P5K data .imnk'
1.oarnt'inf- over a. 11ay).eigh fading, tropospheri6d, scatter link is.-nal.77eds.

The prperiecof impulse noi-e are examined and the'-effecto.imue is
I,. ... U3i!tad, sy stems- using -close- acked osaein stged

"I1Moment;.de-tectio-n"; which refers to a -decision -technl oe _hLA~ re-on the,
1. - -- eo.Ltey~poral moiients., mmt fte e4~ wavefof~I f0+ d

i se investica-,te4_both analytically and experimentally.,
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INTRODUCTION

Yhe need f or rapid, reliable. digital ciommunications systems spanning
In~r-'Tre distances, has assumed great importance during-the last few years.

-s~ ome cases, such as the telemetering of.data from..space. probu~s., it has been
practical to design the digital commiunicati~ons systeM "from the gro'rin up". for
thle particular task at 1*-nd. In other. cases) such as the transmission of 'data
civer long distance telephione facilities, the, economic riecessi~ty of' utilizing

t~8e vst xitin plntimposes particular restrictions on the data syst~em!

' -in view of, the fundamen tdl -dif fere2n ei a f the various envli~nm~nts en-
Countered, it has'n't been possible to conceive of a universally suitable
d igital connu~nicationc ,.ystom. Even' for a single envir onm nt, the- precise
4- Lorm which''~inllptzdi1 mu..ssutem should- -take is, in general) unknovnj in fact,_

it4 doubtful that areement, on-what cons titutos, 4pn_ o--m~uyt coad beý
ibxi~r.-t"Ugk fr~ux ?sdaa t6dK df~fefift _digitlil

'communications systems doesi'not exist, it Is often poasible.-to Icompare systems
5-- n-* rellhtj.' ? or "all other pfameters b.14nt, equal" basis.

11'he presenht - oprt -cbvers- that -part-off-a "continui-ne' investigation of
-Methods for-'t~e transmissib'6 and detection--of -digital data which was performed
-duz'-ing--the- period February -- December"1960, 'Under Air Force Coniract---

__ ~ N. A1'~3 (02 -2-10. This -contract- is concerried-with a varitety- of fundamental
investigations '4 ch fall. into the-following ýtwo broad categories:

--- 1l) -I vsti-gations Iimeda ~dete-rminin t~he 1Jimitations-imposed on-the
~erfomanc of various systems b a~Ttriu pihenomenap siuch as

Lading,-phase distortion, noise, synchronization errors, etc.

2) The. postulation and/or examination of promising new techniques, such

Sas m-state (as distinguished from 2-state or bingry) digital-com.
munications systems, new modulation and decision techniques, etc.

As several of the topics covered are riot closely related, and since
* they were treated by separate investigations, they are reported herein by

means of' irndacendent Chaptprn nind Appnndices-. Mhjor project cffort.



was devoted to these separate studies, and their resul~s and derivations were 6
documented in DETECT* memoranda upon completion of the individual studies. In

view of the above, it seems appropriate to restrict the body of this report

primarily to a summary of the results obtained and to leave the derivations of

these results in the DETECT memoranda which form appendices of this report.

This Laboratory had under a previous contract, AF 30(602)-1702, in-

vestigated the performance of various binary data transmission systems in the

presence of additive white Gaussian noise. A major portion of that analysis"

was concerned with coherent and differentially coherent binary phase-shift

keyed systems. Under the present contract, this analysis has been extended

to cover:

a) multiple state as well as binary phase-shift keyed systems;

b) the effects of frequency offset between transmitter and receiver,

synchronization errors, and crosstalkj

c) various embodiments of receivers for the reception of these signals&

The results of this phase of the work are repor ed in Chapter I1 of

this report, while the derivations and proofs-are contained in Appendix I.

Ch1apter III reports the results of applying the above anal'ysis to

the investigation of the performance of digital data links in which DCPSK

channels are multiplexed and transmitted over a Rayleigh fading FM tropo-

spheric scatter link. Appendix II contains the derivation of these results.

Chapter IV is devoted to comments on an article entitled, "Ideal

Binary Pulse Transmission by AM and FM,"** which reached conclusions in-

compatible with prior work at this Laboratory.

Effort under this contract has, within the Cornoll Aeronautical Laboratory,
been designated as Project DETECT.

See Bibliography - Becker I.

Sunde I.
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B Chapter V discusses some of the propertieb of impulse noise and re-

ports 11he results of an investigation of the effects of impulse noise on the

error probability of digital communications systems usizq; close-packed codes.

Appendix III contains the derivations of the results noted in that 3hapter.

"Moment detection" is the name given to a decision technique based on

the utilization of temporal moments by a group at Rutgers University who pro-

posed this technique. Under the prosent program, the performance attainable

by "moment detection" has been investigated both analytically and experimentally.

The results of these investigations are reported in Chapter VI of this report

and the derivations and proofs are contained in Appendix IV.

Because material contained in the appendices, most of which was origi-

nally issued in DETECT memoranda, was written by various authors, the meaning

of symbols may vary somewhat among the appendices.. A consistent notation is,

however, used in every individual appendix and throughout the body of this

report. It was felt that any attempt to change notation so as to enforce com-

plete consistency would probably be unsuccessful. In several instances it was

felt desirable to make changes in DETECT memoranda before incorporating .them

into the appendices, of this report; such memoranda are identified by the letter

". "A" after the memorandum number.

- 3-



II. ANALYSIS OF PHASE-SHIFT KEYFM SYSTMS

Previous analyses* have shown that among binary systems operating in the

presence of white Gaussian noise, phase-shift keyed systems attain smaller

error probabilities than other systems. Differentially coherent phase-shift

keyed systems'"' are currently in use or contemplated for use over wire lines,

II.F. radio, and troposcatter links and PSK systems using phase-locked loops

have been used for telemetry from space probes.*'

Since, in practice, these systems often do not use abinary alphabet

and are subject to disturbances other than white Gaussian noise, it is of

interest to investigate phase-shift keyed systems further. This report extends

the analyses to include m-state coherent phase-shift keyed (CPSK) and differ-

entially coherent phase-shift keyed (DCPSK) systems, as well as the effects

of synchroni2ation errors and frequency offset between transmitter and receiver.

Details of the analyses which have been performed on these systems will be

found in Appendix I and the results obtained there are discussed below.

Figure II-1 is a phasor representation of the transmi'ited signals -

(characters) of an m-state PSK system for the case m - 8. In the case of

CPSK systems, the reference phasor represents an absolute reference, whereas

in 'the case of a DCPSK system it represenis the phase of the signal transmitted

during the previous signal interval. Note that it ip not, in general, possible

to distinguish CPSK from DCPSK signals without additional information.

Decker I, Reiger I, Cahn I.

A coherent phase-shift keyed system is one in wiiich the absolute
phase of the signal corresponds to the data; a differentially
coherent phase-shift keyed system is one where the phase difference
between successive signals corrc-ponds to the data.

•-'-* Taber I, Sanders I

14
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Figure 32-i PHA$OR REPRESENTATION OF m -STATE PSK SIGNALS

.Figure 11-2 is a block diagram ofanl m-state PSK transmitter. An

oscillator produces a continuous sinusoidal wave form which is phase-shifted

so that the m phase-shifted signals shown in Figure 11-1 are applied to the.

input of m gates. The gates are controlled by a logic circuit such that only

o ne gate is open during any signal interval. The logic circuit selects the

proper gate in accordance with the input data and whether CPSK or DCPSK operation

is desired. Synchronization of the data rate and gate operation is required

and may be performed either externally or within the logic circuit, The oper-

ating frequency (a), may also be related to the signalling speedl* such that

each signal interval contains an integral number of cycles. If there are

Signalling speed is defined as the rate at which elementary signals are
transmitted regardless of the information content, thus an m - 8 state

y system, operating at a aignalling speed of 1000 baud would hav-e a signal
A duration of I millisecond and could convey at most 1000 log, 8 - 3000

bits of information per second.

5 ~
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Figure 1"-2 BLOCK DIAGRAM OF r-STATE PSK TRANSMITTER

an integral number of cycles per signal interval, certain aspects of the

analysis are greatly facilitated. This assumption has been made in several

places in the analyses but is not requix-ed in the proof of the major results

obtained in connection with DCPSK systems.

It is possible to conceive of a PFK system which operates in a manner

somewhat different from the system described above. In order to distinguish

between these systems, the system described above will be called a gated PSK

system, since the transmitted signals are obtained by gating of continuous

phase-shifted sinusoids, and the alternate system will be called a pulsed

PSK system. In an m-state pulsed FSK system the signals are pulsed sinusoids 4

6



inm Oistinct starting phases. The difference between the signals of these

systems is i-. trated in Figure 1I-3.

II I

III
l VV I.VIVI

a) GATED OR PULSED PSK SYSTEM WITH INTEGRAL NUMBER OF CYCLES PER SIGNAL INTERVAL

I e I

t. heAtEo PK systems WATe eqivleN. otNTEwRsL NUMBE OFo CYCLESs PER nINLoNERA

s II / I
I sI t I

.)rec Teie.Oprto can( beTE maitane nIHEGA HUMhE prsec ofE an unknown frequency

I I I ,I
I I I -

c) PULSED P5iK SYSTEM WITH NONINTEGRAL NUMBER OF CYCLES PER SIGNAL INTERVAL

* Figure fl-S WAVEFORMS PRODUCED BY UNCHANGING DATA IN PSI( SYSTEMS

If each signal interval, contains an integral number" of cycles, then .

the twTo P3K systems dre equivalent, otherwise the two systems are not

strictly eqiivalent. In narticular, it is possible to consider the pu~sed

C] Th system operating with a frequency difference between transmitter and

receiver. Operation can be maintained in the presence of an unimo-n frequency

difference only if starting phase coherence is maintained. This may be the

case, for instance, when the frequency-determining elements of the transmitter

and receiver are "tdetuned" with respect to each other, but would not be the

case when the frequency difference is due to "offset" of heterodyning oscil-

lators. This does not annear reasonable for the gated CPSK system because,

7



#4
in this system, a phase error would accumulate in accordance with A () N wA CO(T)d r
In practice, where frequency errors occur with a gated CPSK system, some power
is transmitted at the carrier frequency to establish a phase reference, and a

frequency-following scheme using a phase-locked loop is usually employed.

It is, of course, necessary that the transmitter and receiver of a PSK
system be designed so as to be compatible, i.e., both components must be de-

signed either for gated or pulsed PSK operation. From an analytical point of
view, these systems are equivalent to a considerable extent and closely analo-

gous embodiments of the various receivers are possible. As far as is known,

only gated CPSK systems have been used in practice. This is probably due to

the greater simplicity of the resulting hardware and the ability to approach

the performance of a. true coherent system by the use of a transmitted reference

signal.

Sections (a) and (b) of Appendix I describe several embodiments of the
maximum likelihood receiver for the detection of CPSK signals in white Gaussian

noise.

Figure 11-4 shows the block diagram of the cross-correlation embodiment
of a maximum likelihood receiver based on the theory of these receivers as de-

scribed in Appendix 1(c) and by several other authors.*

Woodward I, Peterson I, Davenport I
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Figure 11-5 is the block diagram of a matched filter embodiment. This

receiver is applicable to the pulsed CPSK systems and to the gated CPSK systems
only if each signal interval contuins exactly an integral number of cycles and

the start of the signal intervals is phase-locked to the reference signal phase.

if each signal intwrval of a gated CPSK system does not contain an integral

number of cycles, then the signals contained in adjacent signal intervals will

differ in their respective starting phases, even when the data corresponding to
the two signal intervals does not change. This would require that different

matched filters be used for adjacent signal intervals and make the matched filter

embodiment rather impractical.. The transmitter, Figure 11-2, and the cross-

correlation receiver, Figure i!-4, however, do not require an integral number

of cycles per signal interval.

Upon noting the m-fold repetition of most of the components of the cross-

correlation and the matched filter receivurs (Figures I1-4 and 11-5), one is

led to inquire whether equivalent perfQcmance could not be obtained from a

simpler receiver. Figure 11-6 shows the block diagram of a more practical

receiver, the performance of vihich approaches that of a true maximum likelihood 4
receiver if the number of cycles per signal interval is large.

If W, 7- ' 2 tý the error probability of the m-state CPSK system is

given by

2 ezta

la-21*

It has been possible to evaluate the integral in Eq. Ia-21 in closed form
only for m =2 and 4 yielding

-The notaon Ia-21, etc., indicates that this equation is derived in
Appendix Ia and is there designated as Equation 21.

10
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SIa-2J

where E...... Signal Energy (joules) per signal interval

No....ANoise power density (watts per cps) of the one-sided
spectrum

Gilbert* has obtained an apprv:imate formula for the error probability

of coherent systems which is valid for >> 7 Although Gilbert did not

specifically consider PSK systems, his approach, which is discussed in Appendix

I(c), may be applied to these systems and yields

A/,

It is always of interest to determine the sensitivity of a system to

disturbances, or operation under conditions differing from those for which

it was designed. Frequently it is not nossible to carry through a statistically

optimized design because the necessary statistics are not available. Under

these conditions, knowledge of the sensitivity to variation of various

parameters can be valuable. In this vein the sensitivities of the cross-

correlation (Figure II-4), the matched-filter (Figure 11-5), and the practical

(Figure 11-6) receivers to timing errors of the synchronization between

transmitter and receiver were examined. Although these receivers give

equivalent performance in the absence of synchronization errors, it is found

that the matched-filter receiver is more sensitive to synchronization errors

than the cross-correlation or the "practical" receivers. An equation for

the error probability of the m-state "practical" receiver in the presence of

timing errors is derived in Anpenc~x 1(d).

* Gilbert I

12



£ For m = 2 this equation reduces to

P(~&L2 ~ ({(-2I I)fj Id-21

which also applies to the two-state cross-correlation receiver as is shown in

Anpendix T(b). However, the probability of error of the matched-filter receiver

under these conditions is

P(2 7 Id-28

T i A',

it will be noted that (for large E-01 0) the error probability of the

cross-correlation and practical receivers is much less sensitive to 1.4TI

than is the error probability of the matched-filter receiver. P(2) as given

by Equation Id-21 is monotonic with I7JT7 while P(2) as given by

Equation Td-2F is oscillatory. This behavior is plausible on physical grounds.
It is a manifestation of the characteristics of the output voltage of the
matched filter whica oscillates with relatively constant nhase at its resonant

frequency. Hence, the error probability of the matched-filter receiver, which

bases its decision on outnut voltage, reflects this oscillatory nature, whereas

the error probability of the "practical" receiver9 which bases its decision on

output phase, reflects the more steady nature of the output phase. In the

case of the cross-correlation receiver the output is governed primarily by the

degree of overlap between the received signal and the interval of integration.

AIthough the analysis was not carried out for m ý 2, the above arguments

indicate that the cross-correlation and the practical receiver will retain

their smaller sensitiviLy to i, TI compared to the matched-filter receiver

for m 9 2. A description of a narticular realization of the "p1ractical"

reueiver will be found in Appendix 1(d). Thc receiver wihich is there described

uses an "integrate and dump" technicrno for the realization of the matched filter

and a zero-crossing pharse detector for the determination of the nhase of the

filter outnut.

13



comnarison of the nerformance of the matchod-filter and the "practical" 6
receivers onerated in a nulsed fly mrE-tcm shows that these receivers give

identical performance in the nresence of frequency errorý' (and zero timing

error). Apendlix 1(d) derives a formal expression for the error orobability of

an m-state "practical" receiver operating in the nresence of sampling time and

frequency errors, This expression is evaluated for m - 2. The corresponding

expression for the matched-filter receiver yields equivalent nerformance only

if • -• 7 = 72 an integer.

It is well known that ideal PSK channels can be frequency-multiplexed

without cross-talk provided that the frequency separation between channels is

an integral multiple of T cps, where T is the duration of an elementary

signal interval. If there exists a frequency offset between transmitter and

receiver then,not only is the response to the Cesired ninal reduced, but

cross-talk will also occur. Annendix i(o) determines the error probability of C.

Binary Coherent Pulsed Phase Shi.ft-Keyed System (bCi•PS•S) when cross-talk is

due to two adjacent channels senarated by T- es, and the rceiver is offset

in frequencyr by a 4" cr15. The rc.uilt is reproduced as Figure 11-7.

The need for an absolate nhase reference for the demodulation of CPSK

signals poses a serious nractical problem. Two Rprroaches to the solution

of this problem have been used. (-no is to expend a finite. portion of the

transmitted power to the transmission of a reference signal, which may be

recovered with a very narrow band receiver. in nractice, such a receiver

usually takes the form of a "phase-locked loop",..i.e., a phase reference

signal is locally generated by an oscillator, the nhase of which is controlled

by the received signal. The other approach is to encode the information to be

transmitted in accordance with i'2PS'; logic. It will be recalled that DCPSK

logic encodes the m discrete signals as m discrete phase shifts between

successive signals. A.t the transmitter an absolute phase reference may be

used and at the receiver a reference oscillator may be phase-locked by the

received signal in the manner descerbed below. The frequency of the incoming

S 'he cor.: Jt.1cn- under which a Pul.-eod, G:'; -;ystem can be operated in
the -re-,.nce cf a freqiency error ,:cr(, discu:sed on piae 7.

Taber I, Sanders 7.
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signal is multiplied by m in such a manner that, in the absence of noise, a

signal of constant nhase results regardless of which of the m phases the input

signal assumes. This signal is then passed through a very narrow band filter,

which again may take the form of a nhase-locked loop, and the reference signal

is finally obtained by a phase-locked frequency divider. Note that the phase

of the reference signal so obtained is known only to correspond to one of the

m possible transmitted phases. However, for the reception of DCPSK signals,

knowledge of absolute phase is not required.

The minimum bandwidth which can be used in recovering the reference signals

with either of the above systems (i.e., the system where some power ic expended

for the transmission of the reference signal and the DCPSK system) is determined

by the stability of the transmission medium and equipments.

The operation of a flCPSK system operating in the manner described above

has not yet been evaluated. it has been mentioned primarily to point out that

DCPSK systems are not restricted to the use of the nrevious signal as a phase

reference. It is also noted that with a DCP3K system in which the reference _

phase is derived over a large number of signal intervals one would expect a

marked decrease in the conditional nrobability of error given that the adjacent

datum is in error, i.e., a reduction in the tendency for errors to occur in pairs

which one expects '.-i.cn only the nroviour Eii-nl J.e' used as a phase reference.

The results of analyses of ,,PSX systems which derive their reference

phase from only the previous signal interval will now be described.

Previous analysis derived the error probability of various binary

communications systems operating in the presence of additive white Gaussian
noise, and noted that the i GPJ1. system required exactly 1/2 the signal energy

of a noncoherent Frequency Shift-Keyed System to obtain the same error probability.

Becker I
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i )Cerr'or t!vohalniit~e:, are

/ If -la

P(El -I-lb

whIere 7, ignal energy (joulies) n'rreceived bit

uo,..... !:oise newer density (watts./cps)

The reasons for the relationshi-n are examined in Anpendix.I(f). It is concluded

that :4Luation Tf-lb is anppliciable to a] 1. n_)noohcrent binary systeras which use

orthogonal ( /010O sin ls avin;< ejual ocnrj,;., The four possible waveforms

produced by a lP~~yitem ;iu-ing two signal intervals can be divided into two

sets containing U.ro rembors rzach, according to whether or not there is a -)hase

cha~nge between succeeding rnirnal intervnl.,. The two sets of signals satisfy

th e conditions 'for a'.lrlicabilitv o.-f .- ,uation If-lb. Upon noting that the energy

in each waveform corrt-snonds to two hit.F, the relatiorishir of Equation If-la

to S:quationlf-lb follows. TIhe Perfoimance of a receiver, called a D ouble-Bit

,tc-dc-Filtx 0r ?cciver, which- employs two f1ilters, one matched to the constant

phase and the other to the nhar-P reversa'. set, and envelope detectors is

examin ed, comnared w~th aLnd found to lie ec~iiivalent to that of a DPPCPSK receiver

wh".4ch comn~ares the nhasons of it-r ý-:itnal rr~cnived duiring adjaopnt S-ignal

intervals.

In X-endllx 'j,.) tl-o c1 ararter error nrolalb! I Ity of rn-state 1'2CI'3I systems

oporating in the inresu3nce of !*:Itoau.-oiari nr.:o ii; analyzccd. The )robabilit-y

is equal to the 'nrul;L,4'Iily -htth Ml~*i'erence of two vectuors. of eqtual

magnitude w.hich are independent~y neortuv-brfd by ~',auusian noisr. differ by more

than mfrom the nhase difforeni-o of t~huir -means. :1n exlpression,

*.cpiuation ig-~31, for the r'robhalillIty dr~n-ity, A~(.~ of this phase differenceA

i,- o'"che Ldiav.i or of A ('ý.) in rimwn in U'i'gure TI-t'. This exporession U4

wa,-: i ntfgrat4 ý, ýd. ff oil~pf 3/ 1o , I 'Iel the chn-racter error proba-

1bil ity -1r' LuQ I..'"'iw~ h ilreo7 of thi:s computation. 'Ior

?,ntr I -. " t 2.T~b~1 ~.•. sd i~i A~pilendix T(r)'
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the case m = 2 it is possible to perform the integration in closed form yielding

Equation Ig-54, the error probability of a BDCPSK in agreement with earlier

analysis.

A simple approximate formula, Equation Ig- 8 0, was obtained from which

extensive tabulations of P(P) were prepared. Cross-checks against the more

limited tabulation of P(r) obtained from the exact formulation shows excellent

agreement in all cases in which E/N >Oah. Tabulations permitting the determi-

nation of the error probability for cases not illustrated in the figure are

included in Appendix T(g).

It is possible to generate h-state DCPSK signals by combining two 2-state

(BDCPSK) signals in quadrature. The error probability Psub(L) of these sub-

channels has been computed from Equation Ig-145 and plotted. Since

II $us' C SU Ig-146

and Psb (4) was computed by a different approach from that used for the

computation of P (4) (which is obtained from h() ), Equation Ig-146 servesIc
as an excellent check on the computation of P ((m) as can be seen from Figure i110.

The computation of Psub5 () yielded as an intermediate result a tractable integral

expression, Equation Ig-137, for the probability that the dot product of arbitrary

two-dimensional vectors perturbed by independent samples of a two-dimensional

Gaussian process is negative (i.e., that the phase difference between these

vectors exceed e in absolute value). This result may be of interest

in areas not related to the present effortj it may also be specialized to

identical vectors, perturbed by independent Gaussian noise, yielding the error

probability of a binary DCPSK, Equation Ig-142, in agreement with previous

analyses.

*Decker I
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*Yrwendix 1(h) determines the error probability of M-state DC1 ;i( systems

operating iqith a frequency "offset", i.e., a difference in the frequency of

the received signal and the design frequency of the receiver. 3uch frequency

errors may, in this case, be due to numerous causes guch as Doppler shift, and

frequency differences in heterodyning oscillators. Although it is impossible

to make a universally applicable estimate of the magnitude of the frequency

error likely to be encountered in practice, it may be well to bear in mind that

a communications system which is designed to yield toll iuality telephone service

cannot tolerate a shift of more than a very small number of cps.

The results of this analysis are presented graphically in Figure II-11

(a more extensive tabulation is contained in Appendix I(b)). The parameter
4-- • = 470 7 of that figure is seen to correspond to the number of cycles

gained or lost during one signal interval due to the frequency offset^ In an

m-state system the phase difference must be determined to within -,-- radians

or .1 cycles. It will be noted that for ov > -- I- the error probability

annroaches unity for 0/i] sufficiently large. This merely reflects the factt ht t hase error, as measured by the number of cycles gained (or lost) per

signal interval in the absence of noise exceeds the decision threshold.

22
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-III. ANALYSIS OF DIFFEENTIALLY COHEENT PHASE SHIFT KEYED (DCPSK) DIGITAL

DATA SYSTEMS OFERATING OVR A FADING FM TROPOSPHERIC SCATTER CIRCUIr

Analysis of a typical tropospheric scatter link using the parameters

of the AN/GSC-4* shows that all but a negligible fraction of the errors occur

when the received carrier-to-noise power ratio fades well below the FM improve-

ment threshold. It is, therefore, of utmost importance to prevent deep fades;

diversity reception is the primary means of achiev.ng this. The effectiveness

of various orders of diversity in improving the system's performance is examined

and the results are shown in Table II of Appendix I(a). For an optimum coherent

diversity combiner, one finds that the ratio of the probability density of the

signal-to-noise ratio obtained without diversity to that obtained with m-fold

diversity is given by

P (W1 Div A'0 ,ty W
P(WsItn Pold Diversity.) (n1)

where: W is the signal-to-noi:e ratio at the output of the combiner,

R is the mean signal-to-noise ratio at the input to the combiner.

In the above equation all inputs are assumed to have independent Rayleigh

fading statistics with equal means and, from. this equation, it is seen that

optimum diversity combination results in n decreased probability of when-

ever 1W, -c)[ ""M-1 and vice versa.

The circuit analyzed is assumed to be channelized in accordance with

conventional frequency division multiplex practice. Thusj each data link is

Clabaugh I

Brilliant TT
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assA-ined to one of 77 voice channels, each 4 kc's wide. It will be noted that

the six tones require only 6 x 300 - 1800 cps, thus a saieable fraction of the

avallable bandwidth is taken up by guard bands. Channelization on the basis of

voice channels, which is reasonable under certain circumstances, may not be de-

sirable under other circumstances.

The FM link is assumed to employ pre-emphasis in accordance with accepted
procedures, the aim of which is to achieve equivalent intelligibility of voice
transmission over all channels. It may reasonably be assumed that the quality
of voice signals is subjectively judged primarily on the signal-to-noise ratio

attained during the large fraction of time that the system operates above the
FM improvement threshold. During this time, the noise power density at the out-
put of the FM system is proportional to the square of frequency, and signal pre-
emphasis is employed to compensate for this. The quality of a data link may be
judged primarily on the basis of its error probability. As almost all errors
occur during the small fraction of time during which the system operates below

the FM improvement threshold, a pure data system should be equalized on that
basis (assuming all data to be equally important). Well below threshold, the
noise-power density is found to be independent of frequency and pre-emphasis

should, therefore, be avoided. If a system is used for the transmission of both
data and voice, then a compromise based on the relative importance of the two
modulations must be reached. If one system carries both data and voice and if
pre-emphasis is used, then the data should be assigned to the highest frequency

channels since this will result in the lowest error rate and since, in view of
the'pre-emphasis, it does not matter which channels are used for the trans-
mission of voice. If pre-emphasis is not used, then the performance of the data

link is independent of which channels are used for this purpose, but the lower
frequency channels will give improved performance when used for the transmission

of voice. Therefore, it is seen that, regardless of the degree of pre-emphasis,

data should always be sent over the high-frequency channels and voice over the
lower frequency channels. It is to be noted that, in a frequency division multi-

plex system, the function of the usual pre-emphasis circuit can be obtained, ap-
proximately, by adjustment of the signal levels in the various channels. The
availability of independent adjustments offers a great deal of operational



flexibility. Thus, one may increase the deviation assigned to a channel curry-

ing "more important" data at the expense of the other channels. Again, when

the tropospheric conditions are unfavorable, it may be possible by removing

some of the channels and increasing the deviation of the remaining channels to

retain acceptable error probabilities.

26
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IV COMMENTS ON AN ARTICLE ENTITLED "IDEAL BINARY PULSE TRANSMISSION
BY AM AND FM"

It can be shown by very general arguments that a binary communications

system operating with a .given average signal energy can attain the lowest possible

error probability in the presence of white additive Gaussian noise only if the

two qil-nals are the negative of each other. Appendix I(c) discusses the major

points needed for proof of the above statement; a detailed proof will be found in

a previous Cornell Aeronautical Laboratory Report.* It is to be noted that the

precise form of the signals was not specified and that binary PSK signals meet

the criterion. Therefore, under the assumed conditions, no binary-data trans-

mission system can attain ft lower error probability than a binary PSK system

used with an optimum (maximum likelihood or coherent matched filter) receiver,

The November 1959 iosue of the Bell System Technical Journal contains an

article entitled "Ideal Binary Pulse Transmission by AM and FM" by E. D. Sunde

of the Bell Telephone Laboratory (BTL).? This paper contains.a very detailed

and extensive investigation into the problems associated with the transmission

oC binari data hy means of' amplitude or frequency modulation of a carrier. In

this paper, Sunde concludes that an P1 system with optimum pre- and post-detection

filtering- col.d be superinr to the binary PSK system writh an optimum receiver

and could, in particular, attain a lower error probability. This conclusion is

evidently incompatible with accepted theory; therefore, Sunde's paper was closely

exanined for possible errors and the results of our examination were discussed

w.ith Mr. Sunde during a .isit to the Bell Telephone Laboratories. As a result

of this discussion, Mr. Sunde agreed that our previous conclusions remain unimpaired.

The difference between Sunde's and our previous results arises, not from

errors in the formal mathematics used to derive these results, but from two

premises used by %ýunde which, it was agreed,.are not tenable.

Becker I

Sunde TI
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The first of these concerns the comparison of dligitna data transmission

systems on the basis of signal-to-noise ratios. The following paragraph appears

on page 1109 of the referenced article: "Comparison of binary FM and AM on the

basis of signal-to-noise ratios is legitimate provided that, for a given No0/19

the error probability is the same in FM and AM. For high signal-to-noise ratios,

this is approximately the case, since the normal law (171) is then closely

approximated in FM9 . On this premise, comparison on the basis of signal-to-noise

ratios is legitimate for small error probabilities."* However, the premise

cannot be defended since it has not been shown that a given N,/11 0 results in the

same error probabilities for M• and AN. A close approximation to the normal

law is not sufficient to assure this. In order to obtain identical error proba-

bilities at large signal-to-noise ratios, the tails of the probability density

function mst be ilentical with those of a normal distribution. Small deviations

in the tails of the probability density function can lead to orders of magnitude

of difference in the error probabilityj as can be easily demonstrated. This

behavior can be explained in a somewhat different manner as follows: the

probability of error, P , may be expressed as the difference between unityerror
and the probability of being correct.

Perror 1  Pcorrect

If two distributions are nearly identical, then the two resulting values of

Pcorrect 'rill be nearly identical for large E/N 0 ; in fact, they will both

approach unity. The ratio of the d&ffcrecces between the two values of Pcorrect

and unity may, however, be very large (or very small).

The second prerdse concerns the manner in which the signal-to-noise ratio

in an FM system is computed. Equation (209) of Sunde's paper gives the output

voltage of the FM system due to a Aingle intorfering sinusoid, relative to the

output due to the desired signal at the sampling points. Equation (212) is an

approximation to (209) which is valid, provided the amplitude and rate of change

of the interfering signal arc small compared to the desired signal. Equalion

SuridW&I.-j Reference 9 cre3 -! Tice II in -
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or (116) gives the rro . -)f (212) for a uniform distribution of the

o'ha o' the interfr-ring signal. iioC cxnressions, Equations (118) and (119), for

the noise power-tr signal power ratios at the a,,itput of an M1 system operating

In the presence (._ white Gaussian noise are obtained formally by integrating

Equation (225) or (116) over all frequencies. However, in order to justify this

-tep, one must prove that the approximations made in going from Equation (209)

to Equation (212) are still valid in this case. Gaussian noise of nonzero power,

re hattor hc¢q small, will violate these assumptions with nonzero probability.

"`Pon these assunintions are violated, a noise peak which is very large compared

to the noise at other times can be generated. It is conventional, in connection

"systems, to speak of the noise capturing the phase of the waveform under

" e5o C rc-Imstances. Becanse of square law weighting, the contribution of these

Thrz c. , to the mein square output nnise ins accentuated. If the contribution

th-e nolse peqks is neglected, an optimistic result will be obtained.

The assumption of the signal retaining control of the carrier phase at

all tines is consistently made throughout the paper, e.g., in computing the

effects of a post-detection filter. Again, it can be easily demonstrated that

changes of orders of magnitude in the computed error probability can result

h,.ien second-order terms are neglected.

After discussing the ahove, Mr. Sunde readily agreed that the lowest

error nrobahiiity attainable with F. in white Gaussian noise must be greater

than thlt attainable with coherent PSK. This leaves the question of determinnaion

or the error probability of the optimum binary FT, system open to further investi-

•ation which should be greatly aided by Sunde's work.*

ml(, ey;ro!zsron r the crror probbilityr of noncoherent F-SK ,iven in the

rrerv-ireod C.A.L. report, ihid, is appllicable to wide deviation FSK.
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V. PiROP'I[TI11; OCF IMNIJUlqE NOISE AND) TIE EFFECT OF 1]IPULSE NOISE
!!' D I(]ITAL DATA COI.UJNICATIOVS 3Y3Tb,-3 USING UL03E-PACKEU CODES

The presence of impulse noise is a major, and sometimes the primary,

source of errors on some types of communications systems. The results of a

brief literature search for information pertaining to impulse noise are

reported in Appendix III(a). Impulse noise may have a wide variety of origins

such as ignition noise, lightning discharges, static originating within the

atmosphere and of extraterrestrial origin. The initial impulses which them-

selves may have random, nonuniform and nonstationary distribution in strength,

time and space are modified by the characteristics of the medium prior to

recention. It is not surprising, therefore, that efforts to describe impulse

noise and to treat its effects analytically have had only very limited success.
In order to obtain any results it is usually necessary to make assumptions

which greatly restrict the applicability of the results obtained. This situation

is, for instance, encountered in Appendix IV(c).

The form of impulse noise most adequately treated in the literature is

Poisson Noise, which results from the linear superposition of the effects of

elementary impulses which occur in a particular random fashion in time.* Assuming

the wave forms produced at the receiver by the elemuntary impulses to be

identical, it is possible to obtain an analytical representation of the first

order statistics of Poisson noise." The characteristics and the mathematical

tractability of Poisson noise depend to a great extent upon the average density

of the elementary pulses. At low pulse densities when there is little over-

lapping, there will be appreciable gaps betweon pulses. Consequently, zero

amplitude is probable and amplitudes exceeding those of the elementary pulses

are ve"- improbable. On the other hand, as the average pulse density becomes

very large, the precise form of the individual pulses becomes unimportant,

the strength of the delta function at the origin goes to zero, and the Poisson

noise goes over into Gaussian noise. Figure V-1 illustrates these effects for

rectangular pulses, the amnlitude of which are Gaussianly distributed.

Laning I
Rice I
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Sections (b) and Cc) of Appendix III determine the error probability of

digital communications systems using close-packed codes when perturbed by impulse

noise.* The model of impulse noise used in Appendix III(b) is that proposed by

P. Mertz,' according to which,

1. Letter errors due to impulse noise occur in bursts. Within

the time interval occupied by a burst, the probability of

error occurrence is given by the Poisson approximation to

the binomial (Bernoulli) distribution. Outside of this

interval, the probability of error occurrence is zero.

2. Bursts of duration, I , occur at random; the probability of

burst occurrence in a given time interval being given by a

Poisson approximation to the binomial distribution.

3. The probability of overlapping bursts is assumed negligible.

In Appendix III(c) assumptions . and 2 above were modified as follows.

Letter errors within a burst are assumed to have a binomial rather than a

Poisson distribution. The reason for this modification is that the Poisson

distribution permits an unlimited number of errors to occur during a finite

interval while, at most, all the letters of a word can be in error. The

duration of bursts was assumed to be uniformly distributed over a finite range.

This was felt to be a more realistic than the assumption of constant burst

length.

Figure V-2 is a plot of error probability vs. expected number of letter

errors pez word (assuming the word to be completely covered by a burst), for

various burst rates, using the original assumptions.

Figure V-3 is a similar plot which permits comparison of the error

probabilities using the original and the modified assumptions. (Note that

the average burst length is the same in both cases.) It is seen that over the

range of variables plotted the two sets of assumptions lead to comparable

error probabilities.

•Close-packed codes are defined in Appendix III(b).

:j-Mertz I
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VI 'MOMENT DETECTION"

The "Moment Detection" technique was originated at Rutgers University

as part of the work performed under Contract DA-36-O39-sc-15314 with the

Signal Corps of the U. S. Arny. In one of the references* to this worko

the conception of "moment detection" is described thus: "......the entire

idea of a moment detector had its origin in the representation of pulses by

a Gram-Charlier series." The work at Rutgers on "moment detection" represents,

to a considerable extent, an ad hoc effort to utilize the Gram-Charlier series

representation. In the Oram-Charlier representation of a waveform V*),
the coefficients of the terms in the series are determined by the temporal

moments, m4 (T) = t V (r) dt of the waveform v(t) . The aram-Charlier
csries is only one of many possbl10 series representations which, under various

restrictions*, converge to the functions which they represent. It is to be

noted that "moment detection" was not conceived on the basis of satisfying

some desirable criterion, e.g., a maxim=u likelihood receiver, or a receiver

which minimizes the mean square error of its output.

Appendix IV reports in detail on the analytical and experimental

investigations performed on "moment detection" under the current contract.

Appendix IV(a) considers "Moment Detection in the Presence of White Gaussian

Noise". It is shown that a linear filter having impulse response

has an output equal to the tA order moment of the input at time t =7t A4 0' t 7" then decisions
If the input signal has the form ?r(t) = { , 0 •t( t

based on the • order moment are equivalent to matched filter reception.

Slade I

The functions "of interest in practice" seemingly always fulfill these
restrictions (primarily because they are of finite peak power, of finite
duration and of finite bandwidth).
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Ieception of two pulse groups based on use of the 0th and 1-5 order

moments are examined. It is shown that the effect of noise on the observed

moments results in dependent deviatiom from the expected values. The optimum

decision rules, i.e., those decision rules which will lead to the lowest

possible error probability, are derived. While the optimum decision boundaries

are known, it was not possible to derive a closed form expression for the

resulting error probabilityl however, closed form expressions for rather

tight upper and lower bounds to this probability are obtained. The effects

of a simple low pass filter preceding the "moment detection" circuit and of

overlapping of data pulses is examined.

Appendix IV(b), "Optimum Decision Based on Multiple Moment Detection")

demonstrates how the optimum decision based on an arbitrary choice of moments

is derived. Briefly, thIs involves a linear transformation to a space in

which the noise which perturbs the moments has a 'n' dimensional normal

spherical distribution. In this space, maximum likelihood decisions can,

ii principle, be readily performed. Thus, if all words are a priori, equally

probable, the decision is in favor of that word whose expected coordinates

are closest to the observed coordinates in this orthonormalized space.

Appendix IV(c), "Analysis of the Efiect of Impulse Noise on Moment

Detection", presents the results of an attempt to deal with the above topic

analytically. It was clear at the outset that one could not expect to obtain

results of completely general applicability. It was, therefore, assumed that

the distribution of impulse strength has a symmetric hyperbolic distribution,

as suggested by P. Mertz*, and that the distribution of the spacing I of

impulses was uniform over the range A. A * r A4 # The impulses were assumed

to be true delta functions but these, as well as the data pulses, were passed

through a simple low pass filter prior to the "moment detection" circuit. In

order to dertve numerical results, further vestrictive assumptions had to be

introduced.

Mertz I
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Appendix IV(d) describes the "Experimental Investigation of Moment

Detection". This appendix gives a detailed description of the equipment which

was developed and/or assembled and of the methods used in this task. It also

includes a description of sources of errors and the shortcomings encountered.

The fairly extensive analytical and experimental investigations of

"moment detection", reported in detail in Appendix IV, showed that this tech-

nique has serious difficulties of both a theoretical and practical nature.

As a result, it is felt that "moment detection" does not, in theory, show

advantages over other decision techniques under any of the circumstances

considered and that the implementation of this technique poses excessive

equipment requirements.

Having amassed sufficient evidence to draw the above conclusion, 4nd

in view of the basis on which "1noment detection" was originally proposed, it

did not appear warranted to attempt to investigate all of the characteristics

of this technique. The major points bearing on the usefulness of !"moment

detection", or lack thereof, are described below.

(1) The dependence of the probability of error on the particular

moments and the number of moments utilized in the decision remains unknown.

It should be noted that it is not generally true that the error probability,

computed on the assumption of optimum decision rules, decreases as more moments

are used in arriving at a decision (although it is clear that the error proba-

bility cannot increase if additional moments are used to best advantage).

(2) It is easily demonstrated that any decisions based on "moment

detection" processes can also be obtained through the use of linear filters.

It is not, in general, possible to replace even very simple linear filters

(viz., a simple bandpass filter) by decisions based on "moment detection".

For instance, "moment detection" can be equivalent to matched filtering only

if the signal has the form

?r(t) 0 t
0,
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(3) The weighting functions used in "moment detection", viz., t ,

have low-pass spectra, while most of the signals used in modern communlcation

systems have bandpass spectra. Because of this spectral mismatch, it is virtually

impossible to use "tmoment detection" with bandpass signals.. For this reason, the

"moment detection" technique was applied to the detected output of the FSK equip-

ment during the experimental evaluation of this technique. (It is felt that it

would be preferable to call the technique "moment decision" rather than "moment

detection".)

(4) From a practical point of view, the equipment needed to implement

"mcent detection" is inordinately complicatedl as can be appreciated from the

following considerations.

The computation of the moments can be performed, in principle, by

multiplying the waveform V(t) by 0 using a high speed precision analog

multiplier and integration of the product thus obtained. As no multiplier

having acceptable characteristics w as available, the moments were computed

by means of the "multiple definite integral method", With this method, A -6 f

integrations are performed in order to determine the A 14 moment. The

required moments are then obtained as the weighted sum and difference of

these integralse Since the resulting moment may be of much smaller magnitude

than the various inputs of which it is composed, it is extremely sensitive to

gain variations and drift of the equipment used (i.e., the mall difference of

two large numbers is very sensitive to small fractional changes of the large

numbers).

The best decision rules* (i.e., those yielding the lowest proba-

bilities of error) are too involved to be implemented with practical equipment.

For this reason, the moments were computed in real time and transferred to

magnetic tape for later analysis by a large digital computer. The computation

of the theoretical error probability which results if the optimum decision

rules are used has proven untractablej even for the simple cases considered

in Appendix IV, closed form expressions could not be obtained.

These rules have been formuulated only for the cns of additive white

Gaussian noise.
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(5) Because "moment detection" requires that decisions be based on
absolute levels (as is also the case, for instance, with conventional ON-OFF
keying) rather than on relative levels (as is the case. for instance, with

conventional matched filter reception of FSK signals), this system is sensitive

to gain variations. When "moment detection" is applied to code words extending
over several pulse intervals, the decision boundaries are closely spaced and,
consequently, the sensitivity to gain variations becomes very great. Under
these conditions, the system also becomes very sensitive to small DC components
such as may be generated by nonlinearities in the associated communications
equipment. (A DC component due to noise was encountered in the experimental
investigation of "moment detection". See Appendix IV(d).) The great sensi-
tivity to DC is due to the DC being effective over the entire word duration
and the t 4 weighting while the decision boundaries must be determined by
the change in moments due to the presence or absence of a single, and in
particular the first, pulse.

(6) In the experimental evaluation, the use of "moment detection"
operating on the output of the FSK discriminator resulted in a much greater

error probability than that obtained with a linear filter followed by a thres-
holding circuit.
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GLOSSARY

AM Amplitude Modulation

BCPPSK Binary Coherent Pulsed Phase Shift Keying

BDCPSK Binary Differentially Coherent Phase Shift Keying

CPSK Coherent Phase Shift Keying

DCPSK Differentially Coherent Phase Shift Keying

E Average Signal Energy per Signal Element

FM Frequency Modulation

f Frequency in Cycles per Second

GPSK Gated Phase Shift Keying

HF High Frequency

Duration of Burst

MF Matched Filter

N Noise Power Density per Cycle per Second of0
One Sided Spectrum

P( ) Probability of Quantity in Parenthesis

PPSK Pulsed Phase Shift Keying

PSK Phase Shift Keying

R° Mean Signal to Noise Ratio

T Duration of One Signal Element

W Signal to Noise Ratio

GREEK SYMBOLS

Cl T f

A0 Phase Difference

do Correlation Coefficient

Phase

Ca) Radian Frequency, Rad/Sec.
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%bject: "Embodiments of the Maximum Likelihood Rleceiver for
Detection of Coherent Puhsed Phase Shift Keyed Signals
in the Presence of Additive White Gaussian Noise"

By- Eugene A. Trabka

SUM•kRY

Embodiments of the optimum (maximum likelihood) receiver for the
detection of Coherent Phase Shift Keyed Signals in the presence of additive

W.hite Gaussian Noise are described (Figs. 1 and 2). A "practical" receiver
(Fig. 4) is analyzed and the performance of this "practiual" receiver is
found to approach that of the maximum likelihood receiver as the number
of cycles in the pulsed sinusoid increases.

INTRODUCTION

Consider a set of m signals consisting of pulsed sinusoids of a
single angular frequency W. , each haying a rectangular envelope of
duration T and amplitude A. The phases of the signals are taken to be
uniformily npaced in the interal from 0 to 27' . Thus, one has for
i = 1., 2, ... , m

A(t)--A A.), "(, ý , 7"
A&() 0 t<=o; t>T

P' (i-i)

*This is a revision of DgrECr M11O NO. 5 which was originally issued
29 August 1960.
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and it is assumed that Cu,, T >> 1 which implies narrow band signals having
many cycles in the interval T. If si(t) is transmittedj the received wave-

form is assumed to be given by

where n(t) is a member of an ensemble of white, gaussian noise with single

sided power spectral density of No watts/cps.

It has been shown() that a receiver which decides that the signal

actually sent corresponds to the one having the greatest aposteriori
probability (such a receiver is called .a maximum likelihood receiver) mini-

mizes its average error probability. i' Moreover, a physical embodiment of a

maximum likelihood receiver in terms of matched filters or correlation

devices is well known.

A. Embodiments of the Optimum Receiver

The mnrýmiuim 1ikelihood receiver computes the quantities:

T

(

If the signals are all a priori equally likely, the receiver chooses the
value of 0i for which Oi(T) is a maximum. The quantity Oi(T) can be obtained as

the outout at time t - T of a filter matched to si(t), i.e., a filter with impulse
response si(T - t). The output of such a filter as a function of time is

*A different choice of si(t) may yield a lower average error probability.
The optimum choice of signals is riot known for arbitrary m.

2
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is given by

0

and (3) is readily obtained by substituting t - T in (4).

The receiver described above and sketched in fig. 1, requires m

different filters. This number may be reduced by noting that using (1),
equation (3) may be written as

04 (r) = i(r) cot. 0, Or) A,;. OZ(5)

where

T

W2•- (6)0'(T>)=fy(t)AA coot det 6

Thus, all Oi(T) may be formed using the outputs of only two filters.

Furthermore, by means of the transformation

A

() () V 0 ~i
A (7)

equation (5) may be written as

)(8)

3
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where

AQ (-) (9)
oc (T)

A

If -" is reduced to the equivalent angle in the range from - ?V to

+ ,then Oi(T) is a maximum when I 0" - is a minimum. A maximum
likelihood receiver based on the above considerations is sketched in Fig. 2.

A
It is not difficult to show that the quantity 0 is a maximum likelihood

estimate of the phase of a transmitted signal which is apriori uniformily

and continuously distributed.

B. An Approximation to a Maximum Likelihood Receiver
Using Unequal Sampling Times

The impulse responses of the m matched filters specified in A

are identical except for phase. Consequently, it is interesting to examine
the output of one filter, say the one matched to sl(t), when a%(t) is

actually transmitted. Let the output of the filter matched to the ith

signal when the jth signal in actually transmitted be denoted by Oi0(t).
Using the fact that 01 - 0, one has from (1), (2), and (4).

Afn(z) (r-+z)10)
o ao
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0 i
Sampling Olj(t) at times ti, T "•-o one has from (10)

0

-/ ' J"(11)
0

0

Now,

where P is the period corresponding to f" Consequently, if P < T, it
is seen that the statistics of O1j(ti) are very nearly the same as the

statistics of Oi,(T), which may be written symbolically as

O .i (j j ) - - o /(r) (13)

In the case when there are many cycles of sin CP)o t in the interval T, the
performance of the receiver of Fig. 3 is nearly equivalent to that of the

optimum receiver. The number of matched filters has been reduced to one,

but the riquirement of m distinct and precisely timed sampling instants

may be unattractive.

6
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C. A "Practical" Receiver

Let the first term of (10), the component of the output due to

signal be denoted by Sij. Then, expanding the integrand, it is possible to

write
a

Si (t(i we ý p')Wr
/ aA ( 1 4

t

If there are many cycles of cos 2 0o t in the interval T, it is permissible

to neglect the second term of (14), so that for t near T, one has

2s,~. (&A t)*~- 7

so that the phase of the component of the output due to signal in each case

differs from the pLase of the transmitted signal by 4&)OT which is independent

of %j. The above argument suggests a receiver of the type shown in Fig. 4,
which will be called a "practicaln receiver (for want of a better name) since

it requires only a single matched filter and a single sampling of phase at

time t e T. It is similar to the receiver of Fig. 2 differing only in the

manner in which estimates of phase are obtained. It remains to be determined

whether or not it is equivalent to a maximum likelihood receiver.

D
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ANALYSIS OF FPRACTICAL" RECEIVER FOR a a 2 AND a - 4

Error probability curves for m-state CPSKS employing the practical

receiver of Fig. 4 have been published by Cahn(2)• The output of the

matched filter in Fig. 4 due to both signal and noise may be considered to

be narrow-band when co oTc, 1 and may be expressed in terms of envelope

and phase as

An ideal i etector is usually assumed which operates on O(t) to produce an

output Oi 0(T), In Ref. (3), it was shown that the probability density

of 0* (assuming without loss of generality that 0 was sent) is given

by

.m(•)= -•- !e > .Il•m(1047

where 5 0  
(18)

is the ratio of signal energy per pulse to the noise power density (evaluated

at input to receiver). The error probability of an m state CPSKS using

the practical receiver of Fig. 4 is then given by

P _(O*) CIO* (19)

0
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Substituting (17) into (19) and changing to rectangular coordinates according

to

s = Z n (20)

one finds that

2 tz tan

fee (21)

The double integral for P(m) is easily evaluated for m - 2 and yields

P(2} 2 - . (22)

which is identical to the error probability obtainable with the optimum

receiver of Fig. 1 as derived in Ref. 4.

For m 4 4, P(m) may be evaluated by taking the derivative of P(m) with

respect to S (as is shown in the Appendix to this report) and yields

(23)

It has not been possible to evaluate (21) in closed form for m .

10
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ANALYSIS OF MATCHED FILTER EMBODIMENT OF
MAX24TM LIKELIHOOD RECEIVER FOR z -4

The following analysis of the maximum likelihood receiver of Fig. 1

for the special case when m -4 was attempted in the hope that it might

readily generalize for arbitrary m. Although this does not appear to

be the case, and in spite of the fact that (23) may be directly obtained

for the error probability of the optimum receiver for m - 4 by considering

it to be composed of two independent binary channels, the following

argument is of academic interest.

From (2) and (3) one can write

s~j. =f4•j (t)4•.~ (t) (2)0

r

Using (1), it can be shown that if c.%T >>I,

S.,= E 04(j •)(•

where the energy per pulse is given by E • A 2T. Moreover, the covariances

of the noise components of the output are given by

<N£ xpected Volu~e ce (0 -) (26)

> Ne/V,1= 0
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where cr 2 ENo . Assuming again without lose cf generality that sl(t)

was sent, the probability of error is given by

p• -,-p~ 102O, < oil 03o, <oil,, oV, < off

#0 +- ,(2?)

f fo,, do, d .o, 1 00 (f 0•,,,o,0,,31,,o#,)

and the probability density p (011, 021P 031, 041) may be obtained from

the joint probability density f(Np N N, ).

In a 4tate syltem 0 7r 7r,, 7r so that

from (26) one obtains

<A,,2> er 12 - , 2, 3, 4,

(28)
<K.N, 2> - <N, N, > - <N2 N3 > - <NV. -o (

<N,Ns> - <N 2 N4 > -

whioh id.iocates that N1 and N are independent of N2 and N4. Therefore,
3 2 4

one can ",.-ite

i(NI ,N,N A/3 ,N 4 ) (N,, N3 ) h (N. 2 NV) (29)

and h (24)

N3 = - N(30)

S= - NV�1

12
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Z,'-sider the density g(Nl, N3). The density of the variables N1  and N3NJ
%%

%%

Op

%%

Figure 5

defined by Fig- 5 is given by
NI'

7c(N,;" Ni' eV d( ) (31)
y'2 7 7 c

where c" - 2 5-, Since

NI - . 1 - N3

IT
(32)

N 3  
N N/ AiV3

13
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one obtains

(/Ve - NV)"
(A(,'Zl , Vj d' (39(N,, )- e 4t jM - (Ni)

and a similar expression for h(N2 , N4). Using (24) and (25) yields

(Ol0,,- o,,I - 2,F) 0'~, •

P(O,,O1,,Qj0 ,O,1)= 0,0/. d' (0" .t- T-I

(34)Y1-

Performing the integration indicated in (27) with respect to 021 and 041

by first changing to the variables x 021/ and y - /7, yelds

114
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of 0( - ( 2 1 Qf 0V

a', d~ 0#q e q er d 411

Of O

2 0 d y e V' C d'( ;+Y) (35)

YT - d T
2

2/0

49f 
0#

consequently, (27) reduces to

-- ,

(36)

I cr d'( + Y÷ ) [j - O- t C•y 0 X( 7

15
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which reduces to

P()~-~ 7, {e. (x;#)t/ 9 (38)

and letting v a t/(r and u X/d , one finally obtains

p(V) e -(( -,•S)a e *u Ot e

whereand (39) Is en to be identical to (21) for
m -4. This establishes the equivalence of the optimum and practical

receiver for m 4 ,.

EQUIVAUMC OF "PRACTICAL RE VIRM AND MA UX
LIUZLI•OD URIVZ FOR ARBITLAU _

The *practical" receiver of Fig. 4 can, for arbitrary a be shomn to be
equivalent to a maximua likelihood receiver by shoving that its perforwmane

is equivalent to that of the receiver of Fig 2. As was pointed out previ-

ously, the receivers of Fig. 2 and 4 differ only in the mannez' in which th,4 "

res.aotive estimates and 0* of phae are obtained. The probability density

of $ will be shom to be identical to that of 0%.

Again, aesuming that si(t) was transmitted# it in possiblo from (6) to
express equation (5) as

0; x" (01, 4 N2 -4In (40)

16
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where the joint density of NI and N2 is given by

an' N 2 E No

"and . The substitutions (7) become

E + N, -VOA

N2 " V9n A

A
and the probability density of $ may be shown to be identical to p( ) as
given by equation (17) of this report in precisely the same manner that
equation (13) of Ref. 3 was obtained from equation (7) of Ref. 3.

17



3 January 1961
DETECT WO NO. 5k
AF 30(602)-2210

REFERENCES

1. Davenport, W. B.e Jr. and Root, W. L.,# An Introduction to the

Theory of Random Signals and Noise McGraw-Hill 1958.

2. Cahn, C. R., Perfonuanoe of Digital Phase-Modulation Communication

Systems I.R.E. Transactions on Conzmmications Systems Vol, CS-7?
No. 1 may 1959.

3. Flecks John T. and Trabka, Eugene A., Error Probabilities of
Multiple-State Differentially Coherent Phase-Shift Keyed Systems in the
Presence of White, Gaussian Noise DETECT MEMO NO. 2k Cornell

Aeronautical Laboratory January 3, 1961.

4. Beoker, H. D. and Lawton, J. G., Theoretical Comparison of Binary

Data Transuission Systems Cornell Aeronautical Laboratory Report No.
CA-1172-5-1 May 1958.

18



3 January 1961
DETECT MMAO NO. 5A
AF 30(602)-2210

AmPNDIX

Evaluation of P(m) For m a 4

From equation (21), one may write

.2 14tan~ 2-

o Z0

which upon letting y w u - S becomes

00

-/cs

where

Y(s, Y) e " Y e -.- /,

so that using Leibniz' Rule, one has

dP f 00 -d
S -- -s•

where
2 2en77 o 2 7r

e -• 7T -(q*S,)2tan -

and hence,

[y~~~~ ~ ac +2 a -. an-•.P2 tan e -

-19
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Completing the square in the exponent of the integrand yields

22 27 7r

and making the substitution z- seea 7r- L S sin' .jj gives

Im

__ -541�-�-__ 2 AP 2

2 7Scor -.

I, I
. 2 .'- 2 77

II
If one now lete m 4 so that sin 7 - 0s r..- then it ±s found that

•e"- e _' d F,1

where

e-z

/0

20
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and oonsequently,

where thie oonstant C may be evaluated by conaidering the original

expression for P(m1 S) at S * 0, This y•elea C * 3/i and reoalling that
-L -s-, one obtaina

2f

2 1/ Y /

21
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Subject- "Error Probability (in the Presence of Sampling Time Errors)
of the Cross Correlation Embodiment of a Maximum Likelihood
Receiver for Binary Coherent Gated Phase Shift Keyed Systems
(BCGPSKS)"

Byr Eugene A. Trabka

The cross correlation embodiment of a maximum likelihood receiver for

m-state coherent gated phase shift keyed systems is introduced. The error

probability of such a binary receiver is obtained in the presence of sampling

time errors.

IN4TRODUCTI ,ON

In Reference 1, several embodiments of the maximum likelihood receiver

for the detection of m-state coherent pulsed phase shift keyed signals were

investigated. The purpose of the investigation waii to compare a "nractical"t

embodiment, which required only one filter regardless of the number m of

phase states, with a matched filter embodiment whit h requires m distinct

filters*.

In order to complete the discussion of the embodiments of maximum likeli-

hood receivers for CPSK systems, the present memo analyzes the performance of a

cross-correlation embodiment. Moreover, since this embodiment is particularly

suited for the detection of coherent gated phase shift keyed signals, this

form of the coherent phase shift keyed signals will be used. Since, as is

pointed out in Chapter II, it does not appear reasonable to consider gated

oneration with a frequency error, only errors in sampling time will be

conuidcred. Focusing attention on thu particular signal interval from 0 to T

In Chaper II, the difference between pulsed and gated PSK systems is
discussed and it is pointed out that closely analogous embodiments
of tho respective receivers are possible.

1
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it was assumed in Reference 1 that the m nossible signals are of the form

where 4 (x)= I for O0 X 7- and 0 (z)=O elsewhere,

and -= (I - for 7, 2, . . Moreover, it was pointed

out in Reference 1 that the maximum likelihood receiver requires the computation of

the quantities
7"

0

in which Y(t) is the input to the receiver assured to be of the form

where f (t) is the actual transmitted signal and n(i) is a sample of white
Gaussian noise vr.th single-sided power spectral density NO watts/cps. A

b].ock diagram of the croso-correlaticn receiver Aiich coriputes the quantities O,(7-)

as ,;iven by (2) is shoim in Figure 1. The box labeled "control" causes thV com.n

parator to determine at sampling times t = 7T , where , is an intoger,

which 0 i produces the largest voltage at its input. Moreover, the control

unit discharges the integrators at t = 7- T

2
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ERROR PROBABILITY l± THE PRESENCE OF SAMPLING TIME ERRORS

The transmitted coherent gated phase shift keyed signal is assumed to be.

of the form

where the 6 are independent random variables designating the transmitted
phase in the kth interval. The 0.4 all have identical discrete probability

distributions, viz

- -r, ..

If an error z4 T is made in the sampling time, then the comparator chooses the
lar-:est of the quantities

T

instead of the quantities (2). Using (1), (3) nnd expanding (6), it is possihle

to write

0( 7- ) (7)



3 January 1961
DETECT MEMO NO. 12
AF 30(602)-2210

where

*LI r

f.~ A (8)

4r

AIT

If •= 2 , then $, 0 and 6 = 7 and it is easily seen that

and so that o, (7"-tz,7) = -0, ("-z17)

and the error probability (assuming without loss of generality thq+ '.- actual

transmitted phase in the relavent interval is 1 - 0 )as given by

P(2) =Pp.oh.{Of (Ti-ýZT) < 02 (r-*Zi)J. (9)

reduces to

It, is e;siJ.y ascertained that /1, has a Gaussian distribution with zero mean

and var.iance 6-, 2_ E whore F -ý-AT 2 so that (10) become1

S12
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Substituting (4) into (8) and assuming 0 - A T f T , it is found that

Tt

217 (22)

r+ T

which can be w.ritten as

_J, 2-!' 1 -Z /;t -<P (23W3)((47- 
47- .

r-

so that one finally obtains

+ ~~ e.4&n ( 7&o~-j ZT) (2 (q 7- - )]-

T
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Considering _/, from (04) as a function of with parameter w 7T

it is easily shown that

,( i1~ -0T) -46 ý7 ,(5

and that the convergence is uniform. Recalling that it had been assumed that

0- 0 , it is possible for large W,4 T to approximate (24) by

4 T _4_7' L9 (16)

and it is seen that J depends on the transmitted phase L9 in the

succeeding interval. Since 61 = 0 or ?C each with probability 1/2,
one obtains for the average error probability from (11) and (16)

P('a = -(27)

where has been replaced by T since it can be sh.own that (17)

then holds for -7-<_ ZL15O also. This result is identical to the error
probability obtained for the "practical" receiver using coherent pulsed phase
shift keyed signals, as can be seen from comparison with equation (21) of Reference "a

7
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I. Trabka, Eugene A. Rmbodimnts of the Maximum Likelihood Receiver

for Detection of Coherent Pulsed Phase Shift Keyed Signals in the

Presence of Additive White Gaussian Noise LTECT MF.1O NIT, 5.A

Cornell A-ronautical Laboratory, Inc. 3 January 1961.

2. Trabka, Eugene A. Error Probabilities for Coherent Pulsed Phase-

Shift Keyed Systems (CPPSKS) With Frequency and Sampling Time Errors
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m....,}CT, "Crsento on N-St:Lte Coheront Digital Communications Systems"

BY: Eugene A. Trabka

Consider a communications Tistem which can transmit any one of M --

'i.,2Lnls, S i(t) i 1 I, ... N, each of duratior; T. It has bccn show(1) that for

n _iven set of signals a receiver can minimize its average error probability

by using a maximum jikelihood detector, i.c., decide that the signal. having the

greatest a posteriori probability was sent. The input to the receiver y(t) is

usually assumed to consist of the transmitted signal plus white Gaussianr n-ise
with single-sided power spectral density N watts/cps. From tne identity

it is possible to express the a posterioro probability of Si given the receiver

input y as

However, y(t) - Si(t) - n(t) and since it cnn he shown(2) that

P(n) e
one finds that

d: 'crc

-. = " . (t)

is the enerjy of the ith signal. Tihuq. in the case when all the sinal.s nrt-

a priori equally likely, i.e., P(Si) W , a maximum likelihood deteItor wil

select as the transmitted signal, the SI(t) foy which

This matria], was originally p-oblished as Section C of the technical discussion

of the "Technical Proposal for &xtension of Detection Techniques for Digital
Eata Transmission", Contract AF 30(602)-2210, submit'ted by the Cornell Aero-
nautj cal. Laboratory, 25 August 1.960.
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r2
(= W~t S1 it) dt - 2f

0

is the greatest. Such a receiver may be realized with matched filters and

is shown in Fig. 1 for M 4 [. It should be noted that the above argwent is

A4.F. io Of -,rxo

V ~ , ( , S P LARGEST Oi

12

tuT

,2
SAMPLE AT

Figure I A MAXIMUM LIKELIHOOD RECEIVER

valid when the M possible signals are known completely to the receiver (the

so-called coherent case without random parameters such as phase).

The average error probability depends on the choice of signal alphabet.

Only in the binary case M - 2, is it mnown how to choose the signals so that



the average error probability is the minimum possible. The probability of

an error assuming Si was sent is formally given by

P(Frro r/S,) = I-P(e..ve&, O;< O,) I * i

and the average error probability is given by

MALP(F.,o,')- ,= Z. P(E,-,o~,.)

Even when the signals are specified, it is often difficult to evaluate the

above expressions and much harder to visualize how the Si(t) should be

chosen to minimize P(E). In order to gain insight into this problem, the

heuristic device of visualizing maximum likelihood detection geometrically

in D-dimensional space is often used. This is possible through use of the

sampling theorem which states that a signal, whose energy density spectrum
1

is limited to a band W, is completely determined by samples spaced --

seconds apart in times Thus, in the interval T there are at most D * 2TW

numbers required to specify the signal and these nubers may be taken

as the coordinates of a point in D-dimensional space. Thus, to each signal

si(t), there corresponds a point in D-dimensional space with coordinates:

5; S , S: D ")I $

It is possible to show (2)that for two such waveforms, say u(t) and v(t)

that

r

0 1

In this case, the signals should be the negative of one another.

3!



so that if one lets u - v a Si, it is seen that the square of the distance

of a signal point from the origin is approximately 2WEi, since the preceding

equation reduces to

2 I 7- 2D 2

04

Moreover, the receiver input y(t) may be associated with a point in the same

space as the possible transmitted signals. If one conaders the distances

between the point corresponding to y(t) and each of the silipal points,

namely

"d 2 Y St 2 ,,c/ si1w
- ) ( ] Z- + f y (j12W)Si(;12W)

+ F (;1 Q/W)
J

it is seen that

di 2 - 2W y •'(t) clt- -2z vC)s/€ •

2 W{ rY2(t) dt - 20;

so that the mauim= likelihood procedure of selecting that Si(t) which

maximizes 01 has the geometrical interpretation of selecting the signal

point which is closest to the point corresponding to the receiver input y(t).

Gilbert(3), gives an approximate formula for the average error

probability of a maximum likelihood detector in terms of the geome-

trical configuration of signals in signal space. It is interesting to apply

Gilbert's Formula to M-state Coherent Phase Shift Keyed Systems (CPSKS). The

signals of a CPSKS may be represented as points in a 2-dimensional space

whose polar coordinates are the amplitude and phase of the carrier. This is



illustrated in Fig. 2 for M 8.

d, NORMALI ZED

POLAR
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____ S.J (1, 90')
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Figure 2 SIGNALS OF AN IN 8 CPSKS

According to Gilbert, the average error probability of a maximum likelihood

detector is approximately given by

P(E,-.,) = ,N-

/./• - e .2

when _____W = E-2W >.>-
CNQ At.



where

2#-o - the smallest of the M distances between

pairs of signal points.

6 * total power of input noise in bandwidth W

and N is determined as follows: for each signal Si(t) determine the

number Ni of signals which are a distance 2 ro from it, then

M I

For M-state CPSKS, it is ascertained with the help of Fig. 2 that

f = N --W 4in

and if M>2
M - 2

and, therefore,

S 2

( ) ,2 e T{

I2 E din 7

For M 2, r 0  • -WE and N a 1, in whichcase

P(e' _7o) / - -

in agreement with the exact solution previously obtained.(4)

6



Error curves for M-state CPSKS have been obtained by Cahn(5). The

data summarized in the following table was computed from the approximate

formula derived in this report. If these data are plotted on Fig. 3 of

Ref. (5), good agreement with Cahn1s result is obtained.*

P(Error) I 1 - err Fdn -T-

p(F') io_ 2 p.,) - 1o"3 p(E.) . 3o"-

K E/No (db) E/No (db) EA (db)

4 8.2 10.3 11.8

8 13.6 15.7 17.1
16 19.4 21.5 23.0

32 25.14 27.5 29.0

Consideration of multiple signal alphabets sooner or later leads to

the problem of how to compare signal alphabets. Gilbert(3) does this in

an interesting manner on the basis of efficiency in approaching theoretical

channel capacity. Assume that the channel is to be used to transmit decimal

numbers of L digits in length (e.g. map coordinates). If an alphabet of M

symbols (letters) is used, let x denote the number of letters required to

represent the L place decimal number. Since

toL _ MX

For M a 4# the 4pproxim:.o formula gives the first term of the exact

expression, i.e., 2a ii
P(•'pe•) .2:al where a. - 2- •

is the probability of er in a subchennel. The exact expression may be
derived by considering 4-state case to consist of two independent binary
subchannels in quadrati , each with energy E/2.



one has

L

If it is required that only one number in 1O0 be received incorrectly, then

the average letter error probability must satisfy

py- V-Y-10p- 10-4

or

From the approximate formula for the average error probability per symbol

the value of may be deterined once the signal alphabet has been speoi-

lied. It is convenient to imagine at this point that distances have been

scaled so that 2 re a 1 so that the latter calculation effectivel determines

a' . The average signal power is given by

PN
At

2 TWM A
where nov di is the distance of the ith signal point from the origins The ratio

Y - P--I

is the smallest signal-to-noise power ratio that meets the error requirements.

Recalling that D a 2 T W and sinos log2 ' bits of information are transmitted

in an Interval T w D/32W, one has for the rate at which information is received

(since the error probability is low)

.0o91 2WWeoqM

•/•w



Consequently, a given signal alphabet may be plotted as a point (Y, R/W)

and its distance above the theoretical curve

R/w - eg iY)

may be taken as a measure of the efficiency with which the given signal

alphabet utilizes channel capacity.

The results of the calculations indicated above for M-state OPSK with

p - 10-4 for a 10-digit decimal number are plotted in Fig. 3 and labeled

(MCPSK). It is to be noted that 2-state CPSK is the most efficient. However,

efficiency may not necessarily be the criterion by which the signal alphabet

should be chosen. A less efficient alphabet yielding a higher information

rate may be preferred in a particular situation. If this compromise is made,

it is still disturbing to know that the minimum signal-to-noise power ratio

required by the leass efficient alphabet might be utilized more efficiently to

obtain an even higher information rate. The search for efficient signal

alphabets is, therefore, a problem of practical importanoc.

A more efficient set of signals for M - 8 than those of Fig. 2 is

shown in Fig. 4. It plots as the point marked 0 on the efficiency graph of

Fig. 3.

It was previously pointed out that for a given M > 2, it is not known

how to choose the signals so that the average error probability using a maxi-

mum likelihood detector is the minimum possible. Turin(6) reports

that "Dr. A. V. Balakrishnan .... has proved the following long-standing

conjecture concerning the general case of M equiprobable signals. If the

dimensionality of the signal space (roughly 2 TW) is at least M-l, then the

signals, envisaged as points in signal space, should be placed at the vertices

9
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of an (M-l) - dimensi.onal regular simplex (i.e., a polyhedron, each vertex

of which is equally distant from every other vertex)*...." If one considers

the case for M - 4, then there is no difficulty in picturing the optimum

set of signals in 3-dimensional space. These were also considered by

A SIONAL

,, (VT, 40.9!)

SS IvT, gO'00

56  (ITf, 220.9)

Sr (r'T" 270'

Figure 4 AN EFFICIENT SET OF 8 SIGNALS

Gilbert and are shown in Fig. 5 reproduced from Ref. 3. It is readily

ascertained that N - 3, and since in the scale shown 2 r0  1 i

and

P0  2 F3 F
y#'T? .5 N

oonsequently,

/27N



An average per letter error probability of .602 x 10-5 is required for

a 4-letter alphabet in order to achieve an error probability of 10-4 per

.3

I ,

Figure 5 OPTIMUM SIGNALS IN THREE DIMENSIONAL SPACE FOR M ,

ten-place decimal number. For 4-state CPSK, this is achieved at 4.611.
For this same value ofb , the average per letter error probabi±3!ty of the

signals of Fig. is , 1005, which is more than a factor of ten lower,

The signals of Fig. 5 yield the point marked A on the efficiency graph of

Fig. 3. It will be observed that, for the points plotted (i.e., an error
probability p - 10-4 per 10 digit decimal number) these signals are just

about as efficient as the ((CSPSK). This observation is worthy of future ,
investigation; in the meantime, it may be conjeotured that as far as channel

utilization is concerned, the lower error probability for a given E/No is

nearly balanced by the increase in dimensionality (iee., bandwidth-time

product) of these signals.

12
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SUMNARY

The performance of two embodiments of the maximum likelihood receiver
for CPPSK signals is investigated when the transmitted signals are subject to

a frequency shift and the times at which the receiver outputs are sampled are

in error. Expressions for the error probability are derived. It is found

that in the presence of sampling time errors the "practical " receiver is to
be preferred over the matched-filter receiver. It is shown how the "practical"
receiver can be realized by so-called "integrate and dump" techniques.

INrRODUCC ION

It was shown in Reference I that the "practical" receiver of Figure 1

was "equivalent" to the matched filter embodiment of the maximum likelihood

receiver (Figure 2). This equivalence was establ'shed assuming that the

physical components in each ease were perfect and did not introduce errors.
However, it is of interest to consider whether or not one of these receivers

is superior in the respect that it is less sensitive to equipment errors. Two
types of errors readily come to mind, viz., frequency errors and sampling time

errors. (See Chapter 1U of this report for a discussion of the physical cir-

cumstances under which this analysis is applicable.)

The receiver input, y(t), is assumed to consist of the sum of the
signal, s(t), and additive white Gaussian noise, n(t), having a single-sided

power spectral density of N0 watts/cps, i.e.,

-(I-) = 6 (t) *r(t) (1)

This is a revision of DETECT MEMO NO. 7 which was originally issued
21 November 1960.

-1-



U 0

SAMPL a -10*INDEX
Jr.t to PHASE fTA CORRESPONDING TO

NEARWet A 1-" - NLLESTI • T -#*1
T T

Figure I A "PRACTICAL" RECEIVER

A, . IP /p ,, INDEX COIRREPONOING

A TO LARGEST O, (1)

A A 0SANPLErAT

I T

IR R

M.0. 04,(r

SAMPLE AT

Figure 2 MATCHED FILTER [0460DIMI'NT OF MAXIMUM LIKELIHOOD RECEIVER



3 January 1961

DErECT MEMO NO. 7A
AF 30(602)-2210

In order to describe the signal, s(t), it i3 convenient to consider time to be

divided into intervals having a duration ( raL'.ori of an 'Kiementary signal

waveform). Introducing the unit rectangle function

(2)

the received CPSK signal is assumed to be

+0

where the transmitted information corresponds to the phase 0* and the j0A
are assumed to be independently distributed from one interval to the next.

During the k-th interval, P may assume any one of the m values* -7(I-1)

where i a 1, 2, .... , m with probabilityl . The angular frequency error

A Co is assumed to be independent of k.

PRACTICAL RECEIVER

The filter in Figure 1 is assumed to be matched to zero transmitted

phase (i - 1) at the frequency Wo so that its response to a unit impulse

occurring at t - 0 is given by

and the filter output in response to y(t) is given by

+ 00

0,( W j-fy (T) h, (e--?-) d r (5)
______ _____-00

The subscripts on ý in Figure 1 are used to note those m values that may
be assumed during a particular baud interval. However, in the analysis to
follow, OA is a random variable designating the transmitted phase in the
k-th interval.

"3-
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which from (1) may be decomposed into

of W a, W + q/ W (6)

where (

WC / •(r) h, Ct- r) di"
*. o• (7')

The variance F a of nl(t) is readily shown to be

= (8)

and expreshing ql(t) in the form

the amplitude R(t) and phase P(t) are evaluated in Appendix B. From (6) and
(9), one has

0(t) -R(t) Co's IW + )~L)+ ,()(10)

and (10) may be expressed in the form

0, (e),- V(C) a[C 0- + -ii)
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It is recalled that for the case when )P(t) - 0, it was shown in Reference 2.
that the distribution of 9 is given by

x#_' eos + A
dp (12)

0

0(0*) 0. > oI 1

where

(13)

The effect of ) (t) 9 0 is to shift the moan of the distribution of * and

writing

the probability of error in an m-state system is given by

where the density -.b is given by (12). (In Equation (15), the time

dependence of E (t) has been suppressed for convenience and the decision rule

is apparent from the limits of integration.) Letting

- -COS

a Cos (16)

lar A-si
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one obtains

.IT

P(*•)" " 008 69 I.4dos] 3 d+V (17)

For m * 2, (17) is readily evaluated by completing the square in the exponent

and yields

where X and 6 are to be evaluated at the sampling time t - T + A T. In

terms of the nondimensional parameters defined in Appendix B, viz.,

.4 ar (19)
T

and from (8), (13), (14), (1), (B13) or (B14) one obtains if - 0 and

andif 0 and 1

fr [- I f (21)

-IV*
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where (21) is also obtained if only first order terms in the series expansion
of P(2) are retained for small !- I and I A I

MATCHE FITER RECEIVER (m - 2)

For m a 2 the matched filter receiver of Figure 2 utilizes two filters
with impulse responses to a unit impulse occurring at t - 0 given by

h, (e) A &L~ sinv w ( r-~ (22

Consequently, for their respective outputs in response to y(t) one has

0-- (e) (23)

where from (6)

0, (t) + n,() 1~ (e (24k)

and assuming zero transmitted phase in the interval 0 i t S T, the proba-
bility of error is given by

P(Z) - ^o.6 [jo 0/ /_ 0, ia [0, e.Oj (25)

Since 01 is Gaussian with mean q, given by (9) and 6 2 given by (8), it is

easily shown that

""4"f (26)

-7-



3 January 1961
DETST MEMO NO. 7A
AF 30(602)-2210

where ql is to be evaluated at the sampling time t - T +A T. Assuming that

W'O T - 2 ?r.(an integer), one obtains from (8), (9), (26), (B13) or (.B14) if
. 0 oand

-0A) - [,-o,. IZ"•,. a& "-- 1 (27),

which is seen to be identical with the error probability (20) obtai±ned for the
"praoticalm receiver under these conditions. If G - 0 and A1,41S

C, ,cos a " W.), (28)

where V-' fo 7(-1) and f. is the frequency corresponding to C, so that
(28) is seen to differ from the error probability (21) obtained for the

"practical" receiver under these conditions.

If only first-order terms of the series expansion of (26) are retained
for small /Ia/ and I/A , one obtains

= ~ 0 fts(a zV .~ ' ) (29)

`4 /- CI~A~ os (z reV + 0 r)

which is also seen to differ from the error probability (21) obtained for the
"practical" receiver. 4

-8-
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PRACTICAL VS. MATCHED FILTER RECEIVER

Comparing (27) with (20), (28) with (21), and (29) with (21), it is found

that the two receivers are equivalent if & T a 0, but if A T j 0, they are

equivalent only for a set of measure zero, namely, those values of , T for

which fi, (A, T) -V - an integer. Because of the rapid variation of the error

probability of the matched filter receiver in the presence of sampling time

errors, the practical receiver is to be preferred. That the sensitivity of

these receivers to timing errors differs is also apparent from a phasor diagram

representation of their operation.

REALIZATION OF PRACTICAL RECEIVER

The practical receiver is easily realized by integrate and dump techniques

which employ linear time-varying filters. The box labeled "M.F. to A sin ,J t"

in Figure 1 may be replaced by the lossless parallel L.C. circuit and switches

of Figure 3. In this Figure, , and r denote an initial current and an

initial voltage respectively.

'ip 7!
I I

S,
I I

S00 I

t 4' 0 C.0-r" T o/_oWeD

Figure 3
Integrate and Dump Filter
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The circuit equations are

S- i,, 4
I -d , (30)

de

which have Laplace transforms

I 4- (3 b • 1)

and solving for 8 one obtains

-.(32)

where LC is chosen such that 4 jao * . If at t O, 4 jr 0 then

and the response to a unit impulse occurring at t - 0 (taking account of the
operation of the switches in Figure 3) is

A eos W (3L)

1 20-
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where C has been chosen such that A = Now, the filter matched to A sin•&4t
has impulse response

h,,(t).z4 A.sin,, (rd (35)

so that (34) and (35) are identical if WT -t -+ k 2Z1 where k is any inte-
ger. If this is not the case, the difference between (34 ) and (35) results
only in a phase shift as will be shown. Using complex notation as in Appendix
B (see Bl), one finds for the respective complex modulation functions that

,, - h~,) (36)

so that the outputs differ only by a constant phase angle CU. T - which may
be biased out;in the measurement process.

The measurement of the phase of the output of the matched filter of the
receiver in Figure 3 is to be performed near t a T. If cu,0 7T >? Z -

so that each signal interval contains many cycles, then a phase detector
which performs a phase measurement during an interval not exceeding one
cycle is satisfactory. Such a phase measurement may, for instance, be
obtained from a measurement of the time delay between a pobitive zero crossing
of a reference (zero phase) signal and the next positilve zero crossing of the.
output of the matched filter.

- 11 -
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APPENDIX A

Complex Notation for the Output of a Linear Filter

The purpose of this Appendix is to introduce the representation of real

signals by complex functions of time. For a more detailed account, including

proofs of the results which are here only stated, the interested reader is

urged to consult the excellent Appendices of Reference 3.

Let U(Lr) be the Fourier Transform (spectrum) of a real function a(f)

If one considers an operation which shifts the spectrum by an amount Af

yielding U(f -Af) , then it is a simple exercies to show that the time function

corresponding to the shifted spectrum is given by U (&) e Ar£A f t which

is a complex function of time. Thus, if one tries to exploit this simple trans-

formation rule, one is ultimately led to consider complex signals. One may as

well introduce complex signals at the outset. By writing

a(E) &. >~ () 3.(Al)
where

C. W * 1" (0(A2)

and choosing the imaginary part U"'f) to be the Hilbert Transform of a' (e),

the spectrum of the complex signal is, the same as that which would be obtained
by suppressing the negative frequencies of U(f) and doubling the magnitudes

of the positive ones.

Now, if a real signal, s(t), is the input to a linear filter with im-

pulse response h(t), then it is well known that the output of the filter, q(t),

is given by

- 13 -
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It can be shown that in tarm of the corresponding complex signals. the analo-
gous relationship is

(AW~

if s(t) and h(t) are narrow band time functions, it is customary to write*

4 t) - (AS)

where S(W) and H(t) are low-pass modulation functions (not necessarily real)

and W. is taken to be the carrier of s(t) and W,4 , the center frequency of

the filter. Substituting (AS) into (A4), it is possible to express q c(t) in

the form

~~(e) ~P(t) 0 iW4e

where the modulation Q(t) of the output is given by

G-o

*Recall that eIX - coo V + i sin % and it can be shown that the Hilbert

Transform of co0 Z is sin X

-
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and the magnitude (amplitude) and argument (phase) of Q(t) considered as a
complex number are ordinarily the desired quantities.

A partioular case of interest arises when &j " (ao + AZ Wa) and
Wh o• Under these circumstances

40

N~ 
IA WX
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APPEUX B

Determination of the Amplitude and Phase of Filter Output

The amplitude R(t) and phase (t) in (9) are respectively the magnitude
and argument of the complex modulation fuction Q,(t) as described in AppendIX A.

Writing

kl(t).'#e..#,t i'e

where

(B2)

711

then from (AS) one haa

'IxPaxding (B3) at t *T +A T under the zestriction that I&T~ 1 T. one

-16-
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obtains
. 7e AT

(B14)
£(#¢,-4) ir*( .D.tL) . 14Ci, ~dx) ; if •r_

Ie r(.- eei W ~ ~ 0A -

ATr

and

4,(7+4.7)m - d

(B5)

Z~~o 0 4-A ir÷a W -10 r

In order to simplify the expressions (B4) and (BS), it is convenient to assume

that 4o T 2 -/C6 T - 2 '2 n where n is a positive integer. Letting E 1 2

and

Ag (B6)

where Anu.w= 27•z,C , then

° (B7)
0

e dq~9~j efA, o

- 17-
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and

Q,(r+Ar).E i") ,i • ,y+

where d T has been restricted so that 4A[e. . Performing the indicated
integrations for binary systems ( k " 0 or 1r), one finds

rQ,(T*r ) -E-- E ff(06Y A) a (B9)

where Z (OeA) depends on whether or not there is a phase change between ad-
jacent intervals. It is found that

z (06,A) f no phase change

-, (BlO)

phase change and , _-- 0.

Siz R-OG_ i phase change and 4 Z 0

For both w and A near zero, expansion of Z£(o .1)by letting

-+ ZZ (B-.)

- 18-
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yields in the case of a phase change

'-21,61(B12)

which is also an maot result when o c 0 as may be ascertained dirseo1ly from

(B7) and (B8). Therefore, for w and4 s ufficiently small, retaining only

firmt-order term yields
p ro-4 r)- +. a&

- E no phase change

, A l ) phase change

The above expressions ares eaot when A 0 and 1,81-11 When - 0
I&.] If the exact 03W*B ionsm are A a

Ft~ ~~~a nr-) ... = :

R(r*-Ar" e : '

- 19 -
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SU1Z1aRY

The error probability in a BCPPSKS channel is derived in the presence
of crosstalk from adjacent frequency multipleed channels. The crosstalk in
considered to arise from a freqienc7 error of the received signals. Error
probability curves are plotted in Figure 2 for various values of frequency

e r•'or.

INTRODUCTION

Assume that in a BCPPSKS the signals that it is desired to transmit

are given by

()=1 L)A 'ZLn [ý] (1)i
wher an is th

where is equal to 0 or 7t each with probability 1and*2 is the

unit rectangle function defined to be I for 0 K t <_ T, and zero elsewhere.
Let the decision as to which signal was actually transmitted be made by the
practical embodiment of the maximum likelihood receiver as shown in Figure 1.
(The conditions under which the performance of this receiver is equivalent
to the matched filter embodiment of the maximum likelihood receiver were
analyzed in References 1 and 2.) Tt is well known that several such channels
may be frequency-multiplexed without impairing the theoretical performance
of the individual unmultiplexed channels provided that the separation of
their carrier frequencies is an integral multiple of * . This result follows

,This is a revision of DETECT MT2fO NO. 8 which was originally issued
30 November 1960.
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from the fact that the crosetalk (component of the filter output in a par-

ticular channel due to the signal in another channel) is sere at the proper

sampling time. The purpose of the present analysis is to determinm the ef-

fect on a particular channel of the croestalk at the proper sampling time

caused by a frequency error in the incoming signal.

8 0

T T

0 Ida. -l 08

Figure I A 'PRACTICALa RECEIVER

Three channels indexed by k are considered so that the input to the

receiver, y(t), during one signal interval is given by

+, (2)

A.-I

where n(t) is a member of an ensemble of white Gaussian noise with spectral
density NO watts/cpsý It will further be assumed that

2- 2 r:

r. (3)4

-2-
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and letting Z4 W - 2 7•CF , the frequency error AP if measured in fractions
Of 1

A (14)

The transmitted phases Ok are assmed to be independent random variables.*
The error probability of the zeroth channel whose receiving filter has im-
pulse response

A0,, (t') = ,• A sio W. (T-•) (5)

will be derived.

CROSSTALK DEWERMINATION

Decomposing the output of the filter defined by (5) into a signal and
noise component one has

N() Y(*) d

coo

W Cd) q /~ . (X) dx
-00

and writing

(e ,') - R(e) cvs (aoe 4 ),(t* ) (7)

The subscripts on & in Figure 1 are used to note those permissible
values of phase that may be assumed in a particular channel during a
given baud interval. However, in the analysis which follows fO k is
a random variable designating the transmitted phase in the k-th channel.

- 3 -
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the mplituds R(T) and phase K (T) at t - T may be determined (as Bhown in
Appendix A. of Reference 2) as respectively the magnitude and argument of

O(t)L.fS(X) #(r

-00

where

S~(9)

(
and from (2). (3), and (5) it can be determined that

(10)

ON ~)A a(-f+) e4 ' 1

Substitut'.ng (10) into (8), changing the variable of integration accordin

to V.Ty, and letting E - 1A2 T yields

Q e eJ ctY !(.A (, +' 70(1
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where 4 _ 0 _1 - .0 nd4Ol O - 00 Performing the integra-

tion indicated in (1i) one obtains

Q0r) 4i [.t oTa - W. r] I + (12)

,-( e

Since the only permissible values of ,•., an 0, are 0 + R- .and
the second term in ±is real so that

#0 + , 7'(13)

and

where ' k assumes the values, each with probability 1

Examining (13) it is found that the effect of the frequency error is to
introduce an error

6 - OCR' (16)
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into the phase measurement (the term a)T being a constant independent of
transmitted phase may be biased out). Under these circumstances it was shown
in Reference 2 that the probability of error is given by

P~'.[T1qr) - ewef(% Got e)] (17)

where

and a 2 the variance of n (t) as given by (6) is

2r• 6W0  (19)

Consequently, the total error probability is given by

SLL+1 (20)

where the' are given by (15).

RESULTS

The error probabilities considered as functions of 0 0°are plotted
as the solid curves in Figure 2 for 0- 0, .1, .2, .3, .4 and .5. The dashed
curves are the error probabilities that would result from corresponding fre-
quency errors in the absence of the two adjacent multiplexed channels and
were plotted from Equation (27) of Reference 2

-6-
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I(f) DETECT MEMO NO. 10

Subject- (a) "Double Bit Matched Filter (DBMF) Reception of
Differentially Coherent Binary Phase Shift Keyed
(DCBPSK) Signals."

(b) "The Equivalence of Integrate, Delay and Phase
Comparison and DBMF Receivers for DCBPSK Systems."

By. John G. Lawton

SUMMA.RY

A new receiver concept for the re:eption of Differentially Coherent

Binary Phase Shift Keyed signals is described. The operation of this re-

ceiver, called a Double Bit Matched Filter (DBMF) receiver, is compared

with that of the Integrate, Delay and Phase Comparison receiver$ which has

been previously analyzed."(i It is shown that the theoretical operation of

both receivers is described by the same mathematical expression. It follows

that these receivers will theoretically make identical decisions for all in-

puts and synchronization errors. The question as to which receiver is to be

preferred in practice cannot be decided on theoretical grounds. Some of the

sources for differences in performance between the above ideal receivers and

practical receivers of the Integrate, Hold and I>Dmp variety are pointed out.

DISCUSSION

The probability of error of a DCRPSK system operating in the presence

of additive white Gaussian noise is eiven in Ref. (1) as

(lao•.,•,,•.(l~a)



while that of a noncoherent binary FSK system is given an

SK - '2No

where E ... Signal energy per received bit,

No... Noise power density per cycle/sec. of one-sided spectrum.

Examination of the derivation of Equation (lb) in Reference (1) shows

that while the analysis was performed with noncoherent FSK signals in mind,

the analysis is not restricted to that particular form of modulation. The

analysis can, in fact, be easily extended to include all noncoherent binary

systems which use othogonal (p- 0) signals of equal energy. The question

then arose whether the similarity of Equations (la) and (ib) could be ez-

plained on this basis. This was found to be the case and a new receiver em-

bodiment, which we will call a Double Bit Matched Filter (D3F) receiver,

naturally suggested itself.

The purposes of this memo ares:

1) To describe the operation of the DBMF receiver.

2) To explain the connection between Equations (la) and (lb).

3) To demonstrate the equivalence of the DBMF receiver, the Integrate,

Delay and Phase Comparison receiver (which is based directly on the

theory of DCPSK systems), and the commonly used Integrate, Hold and

Dump receivers.

DBMF RECEIVER

Consider the waveforms transmitted during an interval of two-bit

duration by a DCBPSK system. There are two sets of signals; in one, the

phase of the second bit is the same as that of the first bit, and in the

other there is a phase reversal. The different signals within each set can

be differentiated only on the basis of absolute phase, which is assumed not

available to the receiver. The receiver must decide at the end of every

bit interval to which set the signal received during the previous two-bit

intervals bolongs.

-2-



It will be noted that adjacent decisions, which are ude at the bit

rate, are not independent since the two signals (each of two-bit interval

duration) on which they are based are identical over a one-bit int•rual.

The four possible transmitted signals are described as

= Sin w.t 0 t < 2T

(t) { 0 , elsewhere

Mark set

st fSn Lu, , O< t < 2T
S0 , elsewhere

(2)

Ssin w 0 < t < T

S2 Wt -=sin w~t T A 42r
L elsewhere

Space set
,-Sir W.ot, 0 <t 4 7T

2 '(t)= Sin UWot , T < 2T

elsewhere

WOto - 2lrn where n is an integer.

It wi.l be noted that all signals contain equal energy and that the
correlation coefficient of any signal in the Mark set "*0 th any signal in

the Space set is zero.

In Differentially Coherent systems it is assuw; . that the possible

received signals are known completely at the receive- xcept for phase;

the phase is assumed a priori to be uniformly iistri ;ed, but to remin

"-3-



fixed over adjacent bits. Under these assumptions,* the ruceived signals may
be deacribed by

.sin (ot , ) 0 < t < 27"SM (t) - (~ ~ eh~
0 , 2sewhere

.. $si= $n (w~tot 4- z), 0" _ t" 7 (3)

0 f e2sewhere

where 7 represents the unknown phase. Now SN(t) and SO(t) have all the

properties required by the derivation of Equation (lb) carried out in
Reference (1). Those properties are:

(a) Correlation coefficient 4 - 0

(b) Equal energy

ýc) Unknown phase assumed distributed uniformly

The analysis in Reference (1) shows that a receiver (sketched in
Figure 1) consisting of two matched filters, envelope detectors, a oumpera-
tor and synchronization circuitry, will perform in accordance with I~ation

(Ib) in the presence of additive white Gaussian noise, where the ergy 3
must new be taken as the signal ermrgy durring a two-bit interval as is dig-

cussed in the next paragraph.

Although it is not the purpose of the current memo to investigate the
validity of these assumptions, we point out that there are arguments to
Justi4f these assumptions in cases of practical interest. Also note that
no claim is made that any of the receivers described are the boat receivers
to use under these assumptions. (For instance, the assumption that the
phase remains constant over adjacent bits clearly implies that it remains
constant for all tin.e In DCPSK operation, advantage is taken only of the
invariance of phase over adjacent bits. It has not been shown that these
receivers are optimum. However, in cases where the phase varies slowly,
the approximation of constant phase over adjacent bits may be reasonable,
while the assumption of constant phase is not.)
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CO M PA RAT rP
INPur oOUTPUT

Figure 1

Block Diagram of DBMF Receiver

THE RE.T&TIOW OF EQUATION (la) to ZZUATION (ib)

In the derivation of Eiquations (1a) and (ib) carried through in

Reference (1), E represents the signal energy per received bit. As has al-
ready been mentioned, Equation (lb) which was derived for-noneoherint .(wide

band.) FSK holds for all binary syttems -in which

(a) the correlation coefficient between the two (soet of) signals is
zero, 0

(b) the signals have equal energy,

(a) the phase of the received sina is unknwn and (asmzawd) distri-
buted unif ormly,

provided that 3 is interpreted as the energy per reoeived signal, In the
came of wide band FSK, it happens that the energy per bit. is equal to the
energy per orthogonal signal element. In th,_ case of DCBPSK, however, two-
bit decisions are made per orthogonal signal element of duration 2T. The
energy per bit, Eb is therefore one-half of the energy per signal 3.

Be 23b from which the relationship of Eqn. (1a) to Eqn. (lb)
follows.

Thus
FE r
Pe e 2IV e4)



THE EQUIVALENCE OF DBMF AND INTEGRATEDELAY AND PHAS COMPARISON RECM.VES

We will now show that the DBMF receiver and the Intepatej-Delty"and

Phase Comiparison receiver perform in formally equivalent ways.

The impulse response h, (t) of the filter in Figure 1, matched
to the Mark set of signals is given by

, .Zsewh'ere

and the impulse response hr (t) of the filter matched to the Space set

of signals is given by

1 j Sin wot , 0< t < 7*

h2() sin wo t, 7!ýt < 2r (b0 , elsewvhere,

We now define a fun•oton f(t) in terms of which both h,(t) and h2(t) my be
conveniently expressed.

Let

s sin w6* t <r

0 , els$where (6)

then

(7)
h2 (e = -~tr

The outputs of the two filters in response to an arbitrary input i(t) are

given by

e, (t) = '(r) ,(t-" dr"

(8a)

-(t-r)



and

P2 (r) (r) h2 (t-T.) d r
(8b)!-b

=~~ ~ r) r-r) - ctr- r)]dr

It is always pos sible to f ind functionsAllW0 A2 W)1 W p 2 (t), with

iL(t), A2 (t) a 0 such that

(- )dr- A ( 05 co[W&ot *o (01( (a

1r) f(t-rr) dr - A2(t) coS [UwOt ( • Ct)] (9b)

The functions A1(t), A2(t), 0 1 (t), 0 2 (t) are not uniquely de±ined

by the left-hand side of (9a) and (9b). If the process in narrow bad,* a-

it will be in practice, then k(t), A2 (t) and 0 1 (t), 0 2 (t) can be so chosen

that they may reasonably be described as the envelope and phase of these pro-

cesses. We assume that this is the c"se.

The envelope detectors, Figure 1, produce the envelopes Zl(t), Z(t)

of the filter outputs e 1 (t) and e 2 (t).

-- = A W + 2A 1 (e) A2(f) cos[O,(f)- 0?(0] (10a)

E2 (t) = A 2(t)+ A (t) - 2A (t) A2 (t) cOs [0, (t) -0 (t)] (lC)

Note that narrow-bandedness is not a requisite for the formal argument.

-7-



The decision as to whether a signal from the Mark or Space set has been

transmitted is made by comparing E1 (2T) with E2 (2T). If E1 (2T) > 32 (2T),
then it is decided that a Mark has been sent and vice versa. Since Al(t) and

A2 (t) k 0 , it is apparent from (lOa) and (lOb) that L(2T) > Z2(2T)

if and onlyif 1,0(2T)- ( 2 (2T) I < --
2'

We will now show that the Integrate, Delay and Phase Comparison re-

ceiver decides that a signal from the Mark set has been received when 1 0' (2 r)
- 02(2 T) < T and otherwise decides that a signal from the space set has

been received. It is seen that the DBMF and the Integrate, Delay and Phase

Comparison receivers will1make idimtical decisions for all inputs i(t).

Note that since these receivers make identical decisions for all inputs i(t)

their sensitivity to crosstalk due to frequency offset or synchronization

errors is also identical.

/NpL/r o COMPARArOR

SY' CH ourpur

Figure 2

Block Diagram of Integrate, Delay and Phase Comparison Receiver

Figure 2 is a block diagram of the Integrate, Delay and Phase Com-

parison Receiver. The receiver contains one filter having izpulse response

$n WO t , < t < 7" 
n

f(t) -- 
(1 l)

0 ,elsewhnere

matched to the signal transmitted during one bit interval. The output of

-8-



this filter at point 01 is applied to one input of a phase comparator and

to a delay circuit having a delay of one-bit duration T. The ontput of the

delay circuit point 9 is applied to the other input of the phase compara-

tor. The oamparator makes decisions at intervals of T secondas, as controlled

by the synolronization circuit. The decisions are based on whether the phase

difference at the two inputs to the comparator exceed . a in absolut

magnitude.

Mhe output of the filter at point © in response to input i(t)

.t)= 1(r') •(.-r) dr
r) d(12)

A I Cos Iw .' 1()

and the output of the delay circuit at pointD @) isNZW

r~t) 1(r ~(tT-rd

= 2 ( CoS[ EW 0t + 2(

The decisions are made on the basis of whether or not (p,(2) -r (2T') is
greater than which was shown to be the criterion for the DBIV also*

It follows that if the performance of the synchronization circuits

of the DB1F and the Integrate, Delay and Phase Comparison receivers are iden-

tical the two receivers will make identical decisions for all inputs.

The receivers actually used for the reception of differentially co-

herent signals at present are often of the Integrate, Hold and Dump t7W

These receivers use very simple filters, ideally a single loesleas resonant

circuit, the impulse response of which is

h elsewhee .r



The required impulae response (11) is, in effect, obtained through
the operation of properly synchronized switches to terminate h(t) as given
by (14). The delaying function is obtained by disconneoting the input and
letting the resonant circuit ring at its natural frequency. A pair of such
filters are needed, so that alternately one filter can be connoted to the
input (integrating) while the other delays (holds) the accumulated phase of
the previous bit interval. The stored energy uhich is used to romerberm the
previous phase must be discharged (dumped) before the signal may be connected

to the filter.

From an analytic point of view, the major difference between the
practical Integrate, Hold and Damp (IHOD) receiver and the theoretical DID'
and the Integrate, Delay. and Phase Comparison receivers is that the latter two
require only one input from the synchronization cirouits, i.e., when to com-
pare, whereas the former requires several, i.e., when ti conmet and discon-
nect the signal to the input of the filters, when to compare, and when to
dwqp. From a practical point of view, it is clear that none of these opera-

tions can be performed in zero time.

- 10 -
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1(g) DETECT MEMO* NO. 2A

Subject: "Error Probabilities of Miltiple-State Differentially
Coherent Fhase-shift Keyed Systems in the Presence of
White, Gaussian Noise."

By: John T. Fleck and Eugene A. Trabka

SUMMARY

The character error probability in an m-state differentially coherent
phase-shift keyed system (DCPSKS) is derived and plotted for various values
of m in Figure 6. The subchannel error probability in a 4-state differen-
tially coherent phase-shift keyed system is plotted in Figure 9. The analysis
from which these curves were obtained includes formulae of more general in-
terest relating to two vectors independently perturbed by Gaussian noise& viz.,
(a) an approximate formula for the probability that their phase difference
(about the mean) exceeds a specified value as given by Equation (80) and
(b) a tractable integral expression for the probability that their dot product
is negative as given by Equation (137).

* This is a revision of DETECT MEMO NO. 2 which was originkl1y issued

24 June 1960.
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I. INTRODUCTION

A digital communications system in which the signal alphabet consists
of m narrow band signals which differ only in the phases of the carrier
is called an m-state phase-shift keyed system (PSK). At least two modes of
operating phase-shift keyed systems have been considered; these are the
coherent and the differentially coherent modes. With coherent phase-shift
keying the information to be transmitted determinea the phase of the trans-
mitted signal carrier relative to an absolute reference; it follows that the
receiver must also have access to an absolute phase reference in order to
interpret the received signals. In a differentially coherent phase-shift
keyed system (DCPSKS) the phase of the previously transmitted signal is
used as the reference for the succeeding signal; the receiver uses the
phase of the last received signal as a reference in interpreting the current
signal. Although the error rates of coherent PSK systems are theoretically
lower than those of differentially coherent PSK systems, the requirement
for absolute phase references (i.e. phase lock between the transmitter and
receiver references) is a serious disadvantage in practice. The error
probabilities of binary (m m 2) DOPSKS in the presence of white Gaussian
noise were obtained in Ref. 1. The present memo extends that analysis
for arbitrary m. The coherent PSK mode for arbitrary m has been
ana&led by C, Cahn in Ref, (2),.
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II. MULTIPLE-STATE DIFFERENTIALLY COHERENT

PHASE-SHIFT KEYED SYSTEMS (DCPSKS)

A. Mathematical Formulation

The signals (characters) of an m-state DCPSKS are shown represented
vectorially in Fig. 1 for the case m - 8. The reference (preceding) signal
is shown pointing vertically upward and the dotted lines represent decision
thresholds for the detector.

\ EF

Figure I

A block diagram which illustrates the operation of the receiving
terminal of a DCPSKS to be analyzed is shown in Figure 2. The input to
the matched filter consists of a sequence of non-overlapping pulsed signals,
each of duration T, and the accompanying noise. It is assumed that the
noise is white, Gaussian and has a single-sided power spectral densitv .,f

.4



FILT ERDEETR7LY

Figure 2

N watts/ops over the pass band of the filter matched to the signal. It is
w411 known, e.g. Ref. 1, that under the above conditions a matched filter*
maximizes the ratio at its output of instantaneous signal power to average
noise power and that the maximum value of this ratio is given by

M instantaneous signal powert (2)
a average noise power TNO

"Output
where E is the energy of the input signal. The synchronizing circuit passes
the output of the matched filter to a phase detecto- at the instant when the
ratio (1).attains its maximum. Let denote the transmitted phase of the
ith signal and the measured phase corresponding to 0;. The measured phase
X. is applied to one input of the comparator and to a delay circuit. The

other input to the comparator is the measured phase . of the previous
signal pulse. The output of the compar^tor is the difference - fa
After a delay equal to a pulse period, 0  , becomes available f'om t~e°
delay circuit for use as a reference for comparison with ý,+, . The
probability of error P (m) is then the probability that the measured phase
difference 2 - _ , differs by more than 7T/m in absolute value from the
phase difference of the transmitted signals . -

*A matched filter has an impulse response which is the time reversal of the
signal. The entire June 1960 issue of the MRE TRANSACTIONS OF THE POIT is
devoted to a discussion of the properties and applications of matched
filters.



Let h( ,- ) denote the probability density about the mean of the
measured phase difference between two successive received signals where
-7rf _ + 7T. If one defines

then* the probability of a character error is given by

B. Distribution (About the Mean) of the Phase
Difference Between Two Vectors of Equal Length
Independently Perturbed bo Gaussian Noise

The output of the matched filter in Figure 2p due to a particular
input signal, may be represented by

y(t)= A(t) Cos W t 7(t) (4)

where the time origin has been chosen such that the transmitted signal has
zero phase, A(t) is the envelope of the response due to the signal component
of the input# W the angular frequency of the transmitted signal# and n(t)
is a member of an enasmble of band-limited Gaussian noi.se with zero mean and
total average power d r. Substituting into (4), -the band-limited representation

where n,., n are uncorrelated Gaussian random variables whose joint distribu-
tion is givin by 2

0)5) e (6)

*The intermediate fuetion K of the continuous variable 9 is introduced

to emphasize that :PI(m) is a special case of a more general problem to which
the analysie given': this mport also applies.



one obtains

yt'(A -n) ns r t --nS S L. l coot (7)

Equation (7) may also be written in the form

,/ (t-= V -Co' ( ",P v - ) (8)

where V, 0 are respectively the envelope and phase of the matched filter
output. This is accomplished by means of the substitution

V•cos, A = 0 5 V

From (6), taking into account the Jacobian of the transformation (9), one
obtains the joint probability density of V and • , viz.

V•(V,) =e E 3i"" V e (10)

Transforming the variable V and parameter A according to

V
A =,()

there obtains the Joint probability density

and the probability density of m a rnAy be ob,.-iwr.d by intn.,'. ii, nvrc
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Consider the phase difference oe defined by

where 0A and Oare the phases of successive receivad signals, and may be
considered to be independent, each with a probability density given by (12).
The probability density of a is given by the convolution

and taking into account the range of values where the integral in (15)
is zero, one finds

"mn [-7•,-- (16)

Since o4 and ox2m are effectively the same angle, it is convenient to intro-
duce the density h( ae ) where

Now, considering only tfie oase, when O oeS Ir j one has

(18

*It is assumed without loss of generality that zero phase change

has been transmitted,

*The argument is similar for - 7C ! ae 4 0



and

and for O w-5s1n one may write

In Figure 3, the heavier sections of the ourves shown represent the densities
Ne andhter Pe ionS + as functions of 0 for the came of a positive e

e~li ghter sotlons of these curves represent the periodic extensions
of the respective densities, Reflecting upon Figure 3, one finds that if

00

Figure 8

9



instead of (13), P' 4 (9) is defined as

r (0 ajo for "X e (21)
a1

"*0

then, it is possible to express h(o•) as given by (20) as

/7(CV- r'~~( + L 0L; IoI7 (22)

The expressions (22) and (21) are as yet purely formal. Using (22),
(21) and (12) gives

*7 00

and the integration with respect to i is readily performed yielding

0 (24

where Io(X ) is the Bessel function of order mero and imaginary argment.

(See Ap1endix A). Making the substitutions

(25)

yields

h dou 5 I 0
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and since

2 4V3 -A _ ____

if c e 2 (27)
0

one obtains on performing the integration indicated in (26) with respect to y,

7r/2

A A) 51- i213 e. -Co ýS 1) 0-41 (28)
0

Now, it is easily seen that

- •(29)

so that (28) may be written as

S4~~A'~ .50 -osW i / (30)

or letting

(31)

one finally obtains from the symmetry of sin 3/P with respect to W/2

ý% '7elf-R(f--COS o. Sit? V/)

0

where from (31), (11) and (1)
= '0• = N AE) . E

,2 -7 2 A. N (33)

so that the parameter R in (32) is just the ratio of signal energy per pulse
to the input noise power density.

11



From (32), it is obvious that

which was anticipated intuitatively and used to simplify (2). Moreover,
since h(w ) is a probability density, it must satisfy

S(35)

This relationafip may be verified by using (32) in (35) and expanding
(35) as the sum of two integrals

h d& e'e(,Y*jeOe 1 (36)

where

2 AIC o ffK-l3 (37)

and
+ % -C/a

21r fornfin2 Cos ae, wit rC (38)
"0

Perform~ig the integration with respect to oe.first in (37) gives

0

and using again the series representation of I (Z ) given in (25).7iel.d
upon interchanging the order of summation and integratione IVA?

sin, Erl 6 (0

2.2



and since

I12

ff (41)
00

and

P•)!za÷ (42)

finall,v

From inspection of (37) and (38), it is seen that

a =IQ (44)

hence, using (36), (43) and (44)

= e~' ~~) SI2S- e R1  eos A -Silh~ RLS
(OL) ~ ( do R 1" -- eRqa(5

which shows that h (od) satisfies Eq. (35).

C. Error Probability in a Binary DCPSKS

The probability of error in a binary DCPSKS (m-2) is given by
(3) and (2) as

13



Now, again Using (32) in (46) and expanding the integral in (46) as the

sum of two integralo, one obtains an expression similar to (36), viz. I

h(c) do eR (cxR) -+ e ,e_ (47)

where

-= (48)

1 M Cos e 2 Cos JI*; (49)

Performing the lutegration in (48) with respect to Y/ first this time by
expanding the eponential in the integrand in a power series and using 4
(41) yie--s

77* R"__ 9 5" (50)

and now integrating with respect to tx and using (41) again gives

and since also

14
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so that (47) reduces to

(cc e. a +'1)

2

Substituting (53) into (46) and recalling (33)p one obtains finally

i< (2)- = e- N (
'P , (54 )

which is identical to the expression obtained previously by other means
in References (1) and (2)

D. Error Probabilities in a m-State DCPSKS

The density h(o-.) as given by (32) was evaluated on the IBM 704
computer for values of R - E from 0 to 30 db in steps of 2 db (including
also +7p -7, -14 db). 70O The numerical-integration was pesformed
u8ing Sirson's pule and gave h(a) every 5' for 90' 5 w- : 1O8 and every
1 for 0 sel 90 . Some plots qf h (m) are shown in Figure 4. The
cumulative probability H.( G) as given by (2) was expressed as

=~ ~ (I h•+a (ce) doe, (55)

where the second integral in (55, may be evaluated using (35) and (53) to
give

-( 7 - (56)
H (e 2f/h (u)doe+ 2-e

*The value of h(ae) at m - is readily shown from (29) to be h(_j= - - e-
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Using the values of h(ne) obtained in one degree steps as described above,
a secn-'d numerical integration again using Simpson's Rule was performed by
accmuiat.Lý. , ) in 2 steps starting from 9 - T until the value I was
attained at 6 0 0. Thus for a fixed R - E , tables of H( 9) were
generated at 20 intervals from 00 to 900 * a

Since the probability of a character in an m-state DCPSKS is
given by (3) viz.

PIC (57)

orossplots of P (m) vs. E in db were readily obtained from the tables
OfoH(9 I for m 2 2, 15•,9u oorrespondn' respectively to f9 - of

90 ,12 , 6-. Error urves for m - 4 ,8 oorresponding respectively to
S -, 'of 450 and 22Y5' were obtained by interpolation. The resulting
curves are plotted in Figure 5.

For m - 4 andE . 10.8 db, PO(W) - .0089 which is fp§ly good
agreement with the singl e point calculated previously by cabn'. who
obtained .0083.

Es An Approximate Formula For the
Ezrror Probabilities When m > 2

some relationships between h (ed) and some special functions of

mathematical analysis axe

where Ij, L•, and Ej (j - 1,2) are defined in APPENDIX A. For example,

(58) may be obtained from (32) by writing

2 0 0 (61)

(M- C [L, ,e -osa) C17



..... ...... ...... .......

......

1017

10-2

4f (ENERGY PER PULSE) IN db
No0 (NOISE POWER DENSITY)

Figure 5 PROBABILITY OF CHARACTER ERROR IN #Wz -STATE DCPSKS

(Computed as described in S3ection ITI-D))
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where

S=: dV/" (62)

and

e7 l ' 5"' "• v' (63)

0

Using the power series representation of the exponential in the integralJ
interchanging the order of integration and umzations and performing the
integration with respect to YJ with the help of (41), one obtains

and

( 9 -CQ1os 4X) __(65)

Now, in the difference I-Il, the even powers o4f R oo0 oz cancel so that

(k -Cos o 'JI0/ 1) (66)

and using (42)

Substituting (67) into (61), a little regrouping yields (58). Similar
procedures may be used to obtain (59) and (60).

Subtracting (58) from (60) and using (A13) and (AlJ 4 ) from
APPENDIX A, one obtains

"" ) -,- R (C) (68)
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where

o4

0

and (6S) into (55) gives

S( [-z, (~ ' -'os ( C oos (70)

'I 2-- + - •e <l<

Equation (70) may be used to obtain an approximate expression for H( 0 )
as given by (2), namely

H-(a) = I -,eJ Oh(o4) t 'l, (71)
0

The second term in (70) tends to zero for large R as does the third term for
o 4 , so that they may be ignored in (71) if an asymptotic expression is

sought. Retaining the first two terms of the awmylotic expansions of I0
and I, given in APPENDIX A, one may writs

H (P)= I- + 14.~ (72)

7(73)
2

then

-- 1- 3 f. (74)2
00

20



which for <1 may be approximated by
R

If in the third factor of the integrand of (75), only terms of the order of
1/R are retained one obtains

H (O/ f (76)

Now, for large R,

TO I+ (77)
8,9

and it does not matter much whether the left or right hand side of (77) is
used. Note, however, that for small R the right hand side of (77) is to be
preferred (for example, for R a 1/8 the left hand side is zero). In the
hope that (76) will also be a valid approximation for moderately small
values of R, one can write I

( I (78)

and direct evaluation of (78) gives

we) ---- f e.+ -~-~.(79)f,~L

Summarizing the analysis, an approximate expression for the probability of
a character error in an m-state (m > 2) DCPSKS is given by

21



(rn)= H(

L(9) e rf C 1ý

(80)

q= 2- i,-Z

since (80) is relatively easy to compute, extensive tables were calculated

on the 704 and the results are tabulated in APPENDIX B.

In order to check the error with which (80) approximates Pc (m), a
special program was written for the 704. This program computes
H(P ) by numerical integration of h(w ) as given by

l•(>< =i• + -L k : (,e cos v)+ ro •<s oz) (
4 fl-I 1ý(81)

which may be obtained by adding (58) and (59). Subroutines were written
which calculated the special functions from their series representations
riven in APPENDIX A and the program was especially designed to give P c(m)
directly without the necessity for interpolating H( 9). Tables of
PC (m) for m - 4, 8, 16, 32, 64 as calculated from this exact expression
are given in APPENDLX C for comparison with the approximate values given
in APPENDIX B. It is found that the approximate formula gives P_(m)
accurate to within a few percent over the range of E from 0 to0 30 dbo

Since a set of curves describing P (m) as m increases by powers
of 2 may be desired, the probabilities computed from the exact expression
which are tabulated in APPENDIX C are plotted in Figure 6.
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*i SBJ13CH[IAEL ERR.OR PROBABILITY RI A h-STATE DCPSKS

A,, Mathematical Formulation

A 4-state DCPSKS may be considered as being composed of two
subchannels in quadrature as illustrated in Figure 7.

1 00

PRECEDING 2700 goo

REFERENCE
PULSE CHANNEL 8

0 1800

CHANNEL A

REF

(0, 0) (0, I)

RESULTANT PHASE SHIFT

Figure 7
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zoni, * tually, the detector may be considered to consist of quadrature dot
:rrocuct detectors. Let

dot product of received signal vector with
preceding received signal vector.

y dot product of received signal vector with
pr.ceding received signal vector shifted
90 clockwise.

then the detector decision matrix is given by

> 0 (o,-

Lot P A probability of an error in channel A. Assuming 1 and 0 to be
transmitted independently with probability 1/2 on both channels and that
the channels are independent, it is possible to express PA as the sum of
conditional probabilities

(82)
Pr-ob. 0/ o ))i +', 1 PrPoh. (Z X> LI/ (0, 0)(82

It is not difficult to show that the above conditional probabilities are
all equal, and that the subchannel error probability PS(4) of a 4-state
DCPSKS is given by

5 (J8oq 8(83)

Let A denote the peak signal amplitude at the output of a filter matched
to the transmitted sinusoid. If 2 successive and independent samples of
the output noise are represented by their in-phase and quadrature components,

25



then it can be inferred from Figure 8 that the dot product. X , assuminxg
that a (1, 1) was transmitted, is given by

where n n, n•, n 1  are independent Gaussian variables with zero meare.
and var ance•r an4 it is well known as was stated in (1) that

A2

/ •'(85)

oI *

REFERENCE
so TRANSMITTED SIGNAL

k 4A (Il)

FIGURE 8

If the probability density of x is denoted by g(/) then from (83), ono has

Ax

". .. J' a Ncgative Dot Product for Two

• I .,dcqendor;t].y Perturbed 1,y (Gaussiiari Noj,,e

The expression (811) i, a speciAl case of

'" = L V ,' t, ) " / • } 1 + • / ! ( (8 7 )

Consider the first term of (87), namely

26



•rr the joint density of nI and n2 i,, 4iven by
1 2

I - (89)Y

from which the density of z, may be shown to be given by (6)
-~(,<. +,tA,)+-i (1 + -

pzi) .•7  f , e (90)

The second term of (87), namely
- /

S3.3 3 4 4

is also distributed according to (90), and since

(92)

one has for the density of - , the convolution

-• 'i-."•t~ -n( -•-, •,(93)

Unng (90), (93) may be expressed as the triple integral

(94

7il

Integrating with respect to -. gives

(95)

-1-- V- -- -. .:

U"_'- 7,F-

2-7



Letting

(96)

gives

-!~ 1 'a .1-7 4 1

2 7• o .r } (97)

and the substitutions

A1 =eos A Cos j

A = Ž~5a'~ 5t~,~ .I .(fl(98)

yield the density of

0 0 (9 9 )

Since the integrand of (99) is periodic in t and is integrated over a complete
period, one may write

cos 6)

where

(101)

Thus, there are three significant parameter o 1 ,3 and •

28



"lecause of the relationshiI. between X and Z given by (98), one has

P ) d (Z)XJ,4 z =rI f (-r) diz (102)M 0 0

and from (100)

"• _(,[1o5 6 ) (103)

0 0 0

Letting Z a /Ourgives

+( o 2 (oL)

o 0 0

Since

"i ýf, = -- 7 - e d y (105)

and because any 2 7Y range may be used for the integration with respect to e
in (104), if one splits the 9 integration into

S~3

rf9 * - o' (106)

and lets & = + 1 in the second range, (lO ) reduces to

29



' 2 ~ 01 s

(107)

2.

or, equivalently

X (" -os ;

"(108)

.¢41" " ( 1 L.<:,<, p +.

I/P

0

but

,• T . -I-

. (1.09)

Evaluation of the integral of Eqn. (109) fellows upon recalling(1 ) that the
probability density, ur(-,), of the envelope of a sinusoidal signal of
amplitude o plus Gaussian noise of power C' is given by

30



Lfld thaLt

1= 1

4/'/ (111)

for all values of 6 2. If 12 1/2, (109) is obtained. Moreover,
completing the square in p.' and letting r - 0o+ c• c08 (co +
one finds that

2'e (112)

C&S ((e

0 2

and similarly,

2o a

Substituting (109), (112) and (U13) in (108), yields

'•-A z os

- -2e.oL d+e)e e-0'9. * (114)

T

and letting

/Z

31



the probability that the dot product (87) is negative as given by (llh)
becomers

P -f - (116)

The double integral appearing in (116) has an interesting geometrical
interpretation which may be obtained by working with the upper limit

6L=j3 Cos(S " 'zr/: -$) (11)

Expanding the right hand side of (117) and then squaring both sides$ one
obtains after rearranging terms

(Y/•• ,7.*a 5rP-2c .. "rJ Si' = c.a (oS• • (116)

which is the ejuation of an ellipse centered at the origin and contained with:i.i
the lines u - -:,6 and v - t 4 . Hence, the integral

06 Cos 56 .3 eos (,, ".1" ,.•
I '.u ens(su 'fr~-

is just the integral of the function , over the shaded arca
in the right half plane shown in Figure 9.

I

.32 U-



% 
4

Figure 9

Changing to polar coordinates by letting u ,~cos t? and
v /.j sin 9,one gets

A) -,J, (120)

33



where p is on the ellipse (118) so that

0 2' '•Co2 & #/sin " -2o,/3 sc q st .51 <o(2,5 t

and it is seen from Figure 9 that

0( .= -5 = (122)
A3 2/3l2

Performing the integration with respect to y0 in (120), and from (116) and
(119), one finds that

P= IN - ItN (123)

where

z•',- - •Z/= -( 12Lh)
7y,

.Y,

and

I /f e -/0 (125)

Letting 0 "-/9'+76/2 in (124) yields

-A/
-~ (126)

2_

The expression (121) for ' i1 IN2 may be simplified by letting

• = r" fO" •/,?

/(127)

-14



'3o t..-t

22 a_! (128)

and using the half angle formulas

5Lf 212=/ (- o 12)

(121) becomes

0 = 2-/ (130)

Defining an angle Z- such that

------------- 7 ~ (131)

(130) reduces to

2#00 (132)
1 - all s r "OS -C 0+o5 e.: + •.

and letting

-(,o 4 r C(2, % (133)

IN2 as given by (119) becomes

22
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whuich upon letting Y,/ 29 + V' reduces to

2 H," _M-c,ý 6

IA= ( e 2 C + -Cos )P" (135)
- '' it

and finally setting V/ - 0 ,one has

SCo's .÷ 6-/ (136)T/2 1-sti n' sine'

Su m.Marizing the results obtained in this section, one finds that

P Pr ob 'X< 0)

., p 2, / a )t, dt arbitrary parameters

nl, n2) n3, 3nh independent Gaussian variables with zero
means and variance .i

, (137)

- 3/2 7i • V"
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Y2

r2 - -Co COS -/-/2

-ke5 nx 5 e A -cn

2 a
os~n

C4 .oo - " -f

2 -

-CO $6 ~ S-fl -r'OS 5Ln =1c i

5L7 7 COS5 'r

C. Calculation of Error Probability

It is intereý;ting to note that the known expression (S4) for the
probability of error P (2) in a b:iary DCPSKS may be obtained from the
set of equations (137)- Assuming without loss of generality that a zero
phase change was transmitted in a binary DCPSKS, the dot product of the two
succeeding received signal vectors as shown in Figure 10 is given by

X (A pi, ) (A -tf,) n3 (138)

and

P v X ý o~ (139)
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REFERENCE - TRANSMITTED
A4 A SIGNAL

Figure 10

Now, one has

A2  77

so that

A 2 E

and recalling from (33) that A = one obtains finally

"A. (142)

which was obtaiied by other means in Rleferences (1) and (2) and also :i
Section 11C of this report.

38



In order to evaluate PSUB (h), a comparison of (84) and (87)
yields U

2 = -- ' = a ; 4• -- 0

A2  -2

and since

1 7 1 _• /'-1 (l4 F

The expresufrn (175) was evaluated on the I3M 704 computer and

is plotted as the solid curve of Figure 11. The character errnr rate Pc(h4)
of a four-state DCPSKS is bounded by

r -(4)5< 0 (4VH . 4) (146)

and 2 PSUB(4) is plotted also in Figure ii as the dashed curve. The circles
correspond to the values of c(1 4 ) as computed according to the description
given in Section II of this report. For la3ge Eca, it is seen that

P (4) <, PC ,, (4)<PP )

(4 (147)

as is expected intuitively. This serves to check the calculation of Pc(4)

described in Section II. Moreover, in cases when it is desirable to
feed independent signals into the 2 subchannels of a 4-state DCPSKS, PSUB(4)
is of direct interesBt.
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APPENDIX A - Some Relationships Concerning the
Special Functions Used in Analysis

For convenience the various properties of the special functions used
in the analysis in this report are presented in this Appendix as obtained
from References (4) sad (5).

Bessel's Function of a complex variable and integral order n 7 0
is given by

-7Z JL

If 2 is taken to be pure imaginary, i.e., z - ix where x is real

7t

] (x= y ez) ~ e(A2)

In particular for n 0 0, one obtains Bessel's Function of zero order and
pure imaginary argument, namely.

-Z SOfl6
f= (A3)

from which it is obvious that

1=o(-) (AL)

hence,

I.

IT,(;Y ( e d q(AS)

442
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,u,•-r, since the integrand in (Al!) is periodic in 6 and the integral
..s taken over a period, 2 nd , one has

-f ( -2• 7 ex sin (a*) (A6)

0-ft

and letting % =

I ( --2,)=d (A7)

The series representation of In (z) is given by

Z) r 1-(AB)

An analogous function

f'-- 0

bears the same relationship to Struve s function as In (x) bears to
Jn(z ) (see Reference 5, pg. 329). Weber's function of pure imaginary
argument has the series representations (Reference 5, Chapter X)

(AlO)

and

- ( / 2))

43



so that

L (7z) (A12)

Moreover#

) )Z r e ' Cs a (A13)

and

+(A14)

The identity (A13) may be obtained by expanding the integrand of the left-
hand side in a power series, performing the integration with respect to e
term by term, and breaking up the resultant series into two series, one of
even powers, the other of odd powers of Y . If in the series of odd powers
r4 is replaced by the expression obtained by solving (42) for ri, the series
so obtained is readily reoognized as 10( )( If in the saries of even
powers (r - I)! is rewritten as

and (r + j) I is replaced by (42), the series so obtained is readily
recognized as Lo (z). A simlar procedure may be used to obtain (Al4).

Finally, Io(Z ) and 11 (X) have aaymptotic expansions

C 1353
.(z -rX 1(z 1(,Z 8Z A5

and

its . . , (A16)
_ 4



APPENDIX B

Tables of Pc (m) as Computed From Approx1inate Formula
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APPENDIX C

Tables of P (M) AS Computed From EXaot Formula
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1(h) DETECT MUh,10 NO. 11

•"T'TQ,. "Error Pr-obahilitire of a-state DifPerentia]ly. Coherent

Phase Shift Keyed Systems (DCPSKS) vrith a Frequency Offset
of the Received Signals"

y.. Eugene A. .rab.ka

Slt1 •'LRY

Expressions are obtained for the subject error probabilities which were

then evaluated on the IBM 7Oh computer. The results are presented graphically

in Firurc 3 and also in tabular form in Appendix A.

.-MTJW,•OTIO,

The operation of rn-state DCPSKS was described in Reference 1 at which

time error probability curves representing their performance were g-iven. It

is the intent of the present analysis to obtain error probabilities in the

e.ase w]hen the received signals are subject to a frequency offset, such as may

bx caused by frequency errors of heterotrne oscillators used for spectrum
shc fting.

The receiver input, t• (t) , is again assumed to consist of signal,

v /] t) , plus white Gaussian noise, rl (t) ith single-sided power

spectral density IV watts /cps, viz

y (t) 014 +r1t

The si gina] component of the receiver input ma, be written ns

S., (_) t (-4 +
7 J0



3 January 1961
DETECT MO NO. ll
AF 30(602)-2210

wh Cru 'tý (A') is the unit rectangle function defined to be one for 0:5 X •

and zero elsewhere, 7- is the duration of an elementary signal, W'7 is

the carrier angular frequency, 4) is the frequency offset and • is an

arbitrary unknown phase. The p6 are random variables determined by the

transmitted information. The 0 associated with the k-th interval, as shown
in Figure l are determined at the transmitter as follows: 00 is an

arbitrary starting phase and in an m-state system 5 is chosen such that

- . has one of the m equal spaced phases 4 - 7)
where 1. , 2,

L 
IF

"0 r j7 T

FIOGURE 1

INTEGRATE, HOLD AND DUMP FILTERS

The receivinr filters are assuned to be eo the "integrate, hold and duimp"

variety as indicated in Figure 2, and described in Reference 2. The lumped

parametors _- nnd C are chosen such that -=A and x C = Wo)2

T1o operation of the switches in Figure 2 is as follows: SWI and SW2 are open

for !i] t except that NW1 is closed for t = 7T where -• is even

2
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and S'.J2 is closed for t = 6; 7 where ki- i n odd; SW3 :i.r u- fIor

, I-) 7-< f < b 7 wl'erC -6 is odd and drmn ['or(- -/) /<-t<I7 -ihore

-e -; -evn. Conseqiuent]-', one f:i tcr is all.owed to rinr i•-•il the other is
"Ii ntce-ratinf-".

L C A

t) Vt) .

,/ ,; it 1 . - ),

"-.----------

I-TEORATE, HOLD AND DIMP FILTER

FICL URE 2

DF,CTIOY•' PPOCESS

The phase difference between the filter outputs, cip') and (Z)
iE ,ampled just prior to t=-4'T (i.e., at /; 7T-) and the value of

____ t _I
2n ( i ) for 1, = 1, , m closest to this phase difference is con-

aidered to have been the transmitted phase difference. If - is even, the

difference in phase of the keyed filter pair is taken in the order 2 minus 1;

3
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and 1 minus 2 if -A is odd. I' will be sufficient in deteitr•ining the error

probability to consider the statiztics at one sampling time, say t - R7-

KEYED FILTER PAIR OUTPUTS

Formal expressions for the signal components of the keyed filter pair

outputs3  • (•) , in terms of their respective inputs, Zý (t)

are

r-rS

where w(r,') is the response at time t of the ith filter to a unit

current impulse appliea at time Z" . It is not difficult to show that the

voltage response of the upper section in Figure I to a unit current impulse

applied at time tm'r where O< tr<7 is given by

and the voltage response of the lower section to a unit current impulse appliod

at t -- ' where 7<2 <2T is g 4 venby

From ecuation (2) and taking account of the operation of the switches in Figure 2,

one has for the respective inputs

~. Ai~(6)

U- A 14
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for O< t < 7- and

7~t~ -)A Z6L W t 0

for T< t < 2 7- • Introducing complex notation by letting

,.(t)= RA /Y )•j =,

where

((L)

and

4(t.5 ((10)e-2

where

~ () =A. We
(A1

=7
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then

t Q, e o} (12)

where*

S-V (13)

-00

and it is the arguments at t 2 - of Q. (t.) (n~omplex numbers) which

are the desired phases. Using (9) and (11), one obtains
7re

Q,( -= - e T,
.2

(Th

/ 1e

Letting W)=2Z~j i V E A 7- a nd

performing the indicated integrations in (Ih) yields

See Appendix A of Reference 2
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r -* t, - .x

Q2(T)E . e/,

T L the p) e.c of' .(2 T) minus the phase of 7-' (Žrs dnote

then

A c,

w}he re

2 =2 W-7r (17)

" thh-t t:e. effect of the unknown frequency offset has been to introduce an

ll'nko- bL]:L:-3. , in the phase difference measurement.

.•'ROP PRO.A3OKITY

I:,:, ,•nrilt.in, Reference ], -Jt is C.aniJy seen that the fornal cxpressZio

for tho rb-,rac'r orrr probabiility in an mn-otate DCPSKS w.i th frequency offset

rf thi, received nif nalh in

7
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w1here Y, v-) is riven 1,y equation (81) of Reference I and the parameter

/2 of this equation must be taken to be

__m___ (29)

and if (15) is to be valid for integer values of m greater than one, it is

required that e 1 I

RESULTS

The expression (19) was evaluated on the IBM 704 computer using a modifi..

o;.Lion of the program used to obtain the results for o, = 0 reported

in .2eL'rence 1. The results are presented graphically in Fifure 3 and

,u].ated in Appendix A. Tho tendency of the curves representing sytums ir: U-,
S>? to approach 1 for large o, with increasing F is clue

to the fact that if the bias C- is larger than the decision threshold

then in the absence of noise, wronf decisions are rendered with certainty.

In•ife Fi-ure 3 illustrates the analytical results for a large ranfe of -

it is well to bear in mind that in many practical cases values of /V_ of the

order of 1o-3 or less will be of interest.



a%-

. . . . . .. . . . . .. .. . . . . . .. . .

-- -- -- - ...... .. . . . - - -

... LEGE.. ..... ..... . . .... . .
. ........... .. .. . .. .......

. . . . . . .-. .. . . .

.. ..... ....

................ ...... ............. . ..... ....... .... . I

2 ... . . .

. .0. ..... .... ... . ... .. .....0. ..... .. . .. .

.. .. .. . .. ....0 -8.. 6.. .. .. ... .2 0.. 2. .. ... . .. . .. ...O. 12 ... .. 16.....

E.... (ENERGY PER PULSE ..1CD(OS OWRDNIY
tiur 3 ERO3RBBLT2F TT CSSWT

.0 1:............ ....................... ................................. ...... ................ ...



* I ~= 02

!g tW. 25

.0.

..... .... .

.. .. . . . . . .. .

..... .. .. ... ..... .. .....
.. .. . .

...... .. ......
.. . .. ... . .. .. . . . .. ..-. . .

0~~~~; 2..... .... .... ... ...2. .. 6 8 2 2 24 2 8 0 3 i 6 3 4
E. (EN RG PER.. .. . PULSE ...

N ~ .. (.e POWER DENSITY

gure ERRR PRBABIITY O m SATE CPSK WIT.FRE.E..YERRO

.. .. ... .. .. ... ... ... ... ...



3 Janun•ry 1961
DIETECT lTO NO. 11
AF 30(602'-2.710

1. Fleck, John T. and Trabka, Eugene A. Error Probabilities of Multiple-

State Differentially Coherent Phase Shift Keyed Systems in the Presence

of White, Gaussian Noise DETECT MEMO NO. 2A Cornell Aeronautic-al

Laboratory, Inc. 3 January 1961.

2. Trabka, Eugene A. Error Probabilities for Coherent Pulsed Phase-Shift

Keyed Systems (CPPSKS) with Frequency and Sampling Time Errors

DETECT M1MO NO. 7A Cornell Aeronautical Laboratory, Inc.

3 January 1961.

10



APPWNJIX A - TABLES OF P (n



0 000000 000000 0 00 4' 4.4r NC1(14Lf
0 00000000000000000000000000000O

o l l 1- 1O O OODI04 0n O NN000((r.0 040

t4-NO0N * CNo -N %(N -4N4r.404. 'on .m w
WOco ooo 0 000 0 0 00 000 00,0 000- 0 0000000

00000O0OOO~.4,1 N N N M 4u~I

0 -N~w) N-0NUINNIM NO 0404 f'Anm 4mg4*

N~ ~ 0 O 0O 0O00 000 00 0 0 )0900000

a.

w Cn 0000000 0000 0000Coco

0 0 00 0 0 e4I-fNN M M 4 Ln I-

0. 0000000000000000000000000

In 9 0 00 0 -- .4 10 %D N 0 l 4 4 LA %

M - -i r-4Nr-4 44NChMN -r4 Nr4(Z
a 0 0 0O A~

if ti 4 ULno-" 4 ~ r WYr-LA LA10CN 4 %0 W00 N 4nD- Q0
4ý -44 - -q- -Nr1 -4-41 rNN NNNNNNN

ew. ~ . . . e ~ . . .

000 00 000 00000 00 000 00 00120



u00 00 0 00 00 000 a0 0 00 000P0 -114 -114 0 NNm0 n1

u.w 0000000000 0000000000000000000

44

0 - r-4--4 O -14 t Nm(q Ar- -
0ý o Ara- C)44Q ' 4 * f 4

w

<- 0000 000 00 0 00

0 0 N 4LIr

0~C1N~~t0'Q4.4 m N r*LA4-4' 00 44 Ar-L

. 0000000co880 000zoo08800000000000000000

01 000 04 00 0 00 0 4-4 - 1 -4f t--4 N N Cj N N M
LA 0 0 00 0 0 00 0 0 00 0 0

I- L WLLWWJJ WU.W LI~JL WWz.J U.U.IW13J



0*00 02rt:fr-rt-r I-r r -cGoo 00 000 000 00 0 % 00 000 0 0%at0%-4

oN 0ooo00ooo00000000000000000000000
-4w w w w w w w ww w w w w w w w

< ~ ~ c 11 1-1, r- M- N -0 - r- M -M .q - -N r- N nM0 r- Mc P- cc a' a' r- N' a' a' f, a' a

0- M mO0In m0 m000N0N0O00O000-4 -4 #1004 -N
ix iii%1:iii- wý 00 0 0 0 040400000000a000 0 00Mae00

0

0 000000 000 000000000 CID~~r~4jl

C;w o o 07W WONa'-4cc00ccccrcc44 Nr- %
Na' -4 f- 4 -CsmLMM0(1NMIc* m ONc tA N 0C( 4 w U

0 ccccO4 on~ N %L 4I-NMMM4O nNC nN00M0P4ý

0 0000000000000000000000000000000000l

0 00 00 0000 0 uua0 0 00 0 N-.- -CIn' (4 4 ,C)

4 M MLQINW71L4 InN W WL.-. WULL LnjLL W0J LLWL NWZWLLJMW 44
f- %DM0w mzO c

1 
.0c I .0 (14 nIA (IN mo 0 1 -s-41-M f (40

a0 0000 0000 0000 0000 0 0000 00 0 880 0 800 00 a00 000

N 0 -1- 14- -4r4N N NN4I



0 ;4

0

UP

9. i00000

~~J 0t III
mm*mWL mm

u i'0 C

%OfOO15



n0 000 000 000 000000 000 000 000 000 000 000
0

0ý 000 00 00 00 00 00I -r l ýI -4f-fl -f-f-r-www0 0 0%0 000% 0%0 00N00

I- 000000000000000000000000000000000

w oooooooooooooooooooooooooocwoooooo
-J 0 t-i I44- 1 1 1 1 1 1 1 1 114 a 0 N O1-0 4 o r 0 o m o -

m. 0000000000000000000000000000000000

w

w 011 1 1 1 1 1 1 1 1

M y 0 P-0r N4 U 4r4 Z0r-4N0M0t- 0M -m f - #-14 401 N --
ix MN ~ v41 f4W 0-M %O 4 N ~ 4 O (,O M

MeN O g..4....t % NW4 gee.. W~g. SCZ~- OM % 0 0.606-

CD 0m 0v, r-w c%0o-N m4 O 00 w 0 pr-0 0 m0 0 00r w i,

1-4-4 -41-4 P-4 r-4 r-4 ~ N N N N N NN

000 00 000 00 00 00 00 00 00106



.Lr

0

CL 000000000000

I- 000000000
I-. 0 00000000001

- * j WWWLLJ WLLLJWL.

ix 0 Ln~ 4 .
4 N co N OO%,-

u 0 000 0600 0 00 06

0 00000 os s*
LU 00a0 0 01 1

I- L.JWA

~ 0 NOLA17



MW W W W W W WW WW W W W W W W W

ca = M NN 4 N ONN4 m00CC 0 4(-0 y -404f-00PI %. -W0401

(n o n -40 OPQOOOQQOOOOOOOOO WOOOOOCA)OOOQOOW m OO

LU 0

u W O660664 0SW* NO 66 *Ok- 4 00 @000% N -- % -4M 0 0

u 0000000000000000000000000000000000

Li 000WM4N.*# 0Nr- N(OO M~`- M
4 Q~N O) 4M WnMýIN W ýq

01 SCCC mWmmmwl -I1zo 044 MM~N CNffqWNI-4I-44
a 0000800080080'Z000000000000

z c o.-,jc 4 oct-coo c-, m4n O--ooo, ~rq -t mýar- . a-

", ) I IM--14--4 ý,L A r4N N NN NN N
* 0 0 0 0 00 0 0 0 0 00 0 0 6 0 0



N o oo 00 0 00 cooa

aj 0 V- %r - n044 wO 0 f -

a) 11 z0I1Im 0fl %O y

u N M ..D -4 .4 ()h 4 \ N~ 0v 4 t- 0

m- 0 -LL w mWU r"WWWL 0JzW
0 0 N r Z 0 M

000 00 00 0

* LL~J~i

UD .0 N-

C) 0 C; 0

Z G , M c4 n Dr--wCL)0. D-4c'N
L) mc ccn m mc m m m 4 4 4

19



APPEND8( n2



APPENDIX U

DERIliATION OF RESULTS USED IN CHAPTER III

(a) DEVECT MEMO NO. 13 - "Analysis of a

Differentially Coherent Phase Shift

Keyed (DCPSK) Digital Data Systems

Operating Over a Fading FM Tropospheric

Scatter CircuitN by Harold A. Becker,



CORNELL AERONAUTICAL LABORATORY, INC.

Ibiffalo 21, New York

17 January 1961

II(a) DETECT MEMO NO. 13

S U3JECT "Analysis of DCPSK Digital Data Systems Operating over a
Fading FM Tropospheric Scatter Circuit."

BY: Harold D. Becker

S UW AHY

The theoretical performance of several phase modulation systems em-
ployed for the transmission of digital data over Rayleigh fading FM tropos-
pheric scatter circuits is analyzed. The probabilities of error of two, four

aird eight-state differentially coherent PSK systems are computed and compared.

A typical MM tropospheric scatter link with short-term Rayleigh amplitude

fading characteristics is assumed. The relative importance of several of the
transmissicn system parameters in determining the resultant error rate perform-

ince is then discussed. In particular, consideration is given to the effects
of

a) different orders of diversity,

b) a lowered FM rece4ver threshold,

c) various median signal levels,

d) operation on different frequency division multiplex channels.

INTRODUCT ION

Considerable effort has been expended rercently in the development of

phase-shift keyed techniques as a method of transmittin; digital data. This
interect has developed, principally, because of: (1) recent developments in

pra•cical matched filters for demodulatinl, this type of transmission,

(2) the decreased bandwidth requirements of PSK systems, and (3) the superior

theoreL:ical performance of P5K systems with respect to other binary systems

in thE' presence of white Gaussinn noise.

T I



llie thec-retical error rate performance of a binary differentially

Snerent PSK (DCPSK) system operating in the presence of additive, white

6aus.ian noise was derived in Reference 1. This work has been extended to in-

clude the analysis of m-state DCISK systems as reported in DETECT Memo No. 2A. The

results of these analyses are now applied to the investigation of the perform-

ance of DCPSK data link systems when utilizing a Rayleigh fading FM tropospheric

scatter link.

The differentially coherent phase-shift keyed technique has been brought

to an advanced state of development in the Collins' Kineplex equipment. One of

these equipments designated as the GSC-h is designed to transmit six frequency-

division multiplexed subchannels of differentially coherent PSK signals via a

4 kc/s channel. The use of a DCPSK system of this type for the transmission of

digital data over a typical FM tropospheric scatter circuit is shomn in Figure 1.

The DCESK data link is assigned one subchannel of the frequency division multi-

plex system.

DCPSK MULT- FMMULTI-

TRANS- PLEX TROPO RE IEE
SITTE R EQU I P. TRANS. REEIE Equip REEIE

DATA OUTPUT
DATA

Figure I BLOCK DIAGRAM OF TROPO SYSTEM

The DCPSK system is assumed to consist of six subchannel tones on

which the eata is encoded as differential phaae shifts between adjacent signals.

The duration of each signal element is 1/300 seconds and the six tones are

spaced 300 cps apart so that, theoretically, crosstalk between the six sub-

channels is climinated.

-2-



The receiving system is shown in Figure 2. (The symbols used to denote

siL.,'7 -to-noise ratios at various points in the receiver are explained below.)

VESIT F4 L.OW-PASSMTHDEECO
P, PLEX -- a &ACE TCO

COMBIER EUIP.DECISION

OUTPUT
DATA

Figure 2 BLOCK DIAGRAM OF RECEIVING SYSTEM

Tropospheric scatter systems are characterized by rapid variations

in the received signal level which may be as;aumed to be Rayleigh distributed

as well as long-term variations due to slow rhanges in the characteristics
of the troposphere, ,;uch as variations in the index of refraction. In this

analysis, long-term fading was not considered except that computations for

different median signal levels were made. A diversity receiving system using

ideal predet*eion combining is postulated. In this system the received signals,

which are assumed to have independent Rayleigh amplitude distributions, are

optimally weighted in proportion to the square root of the signal-to-noise ratio

of each signal :nd then combined coherently. Brilliant(2) has derived the proba-

bility density function of the output signal-to-noise ratio, W1 , of this type

of combiner.

The theoretical performance of an FM receiver is then used to obtain
the relationship of the receiver output signal-to-noise ratio (W2 ) to the input

signal-to-noise ratio (W1 ). The signal energy-to-noise power density ratio,
F , at the input to the DCPSK matched filters is then calculated with respect

to W2 . Then the relationship between EN and W1 is used with the expression

fur the probability density furicion of W Lu derive the probability density

function of IN at the input to the matched filters. The probability of
-0
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error of variouj differentially coherent PSK systems are derived in DETECT Meno No. 2A.

aF a function of _ , assuming that a maximum likelihood receiver (matched

filter receiver or its equivalent) is used. Assuming that the fading is suf-

ficiently slow so that these results may be applied, the average probability of

error is computed by integrating the product of the probability density function

of at the matched filter input and the conditional probability of error

foragiven FI,, P(e ') , over all values of

0

DETAILED ANALYSIS

If two or more signals are available, the fadinr characteristics of
which are not completely correlated, diversity techniques may be utilized to

obtain performance superior to that available from any one of the signals alone.

If it can be assumed that the signals fade independently and all have the same

Rayleigh distribution, the analysis becomes tractable. It has been shown(2)

that the probability density function , (W,),of the signal-to-noise ratio at

the output of an ideal coherent diversity combiner is given by

W,

where m is the order of diversity and R is the mean signal-to-noise ratio in

each channel. The mean signal level can be expected to vary hourly, daily,

monthly, etc., as the conditions of the troposphere change; however, short-

term fadirjjw, which is characterized by fading rates of the order of 1 to 10

cycles per qr"--d ir found t.o follow the Rayleij:h dLjbribution very closely.

- b -



The actual distribution may depart somewhat from the Rayleigh distribution due

to * ronents of a reasonably constant level caused by diffraction or specular

reflec Lion.

In order to proceed with the analysis on a quantitative basis, the fol-

lowing characteristics taken from a typical IM tropospheric scatter system(3) will

be used.

a. Minimum yearly received
Median signal - 80 dbm

b. Design target received
Median signal - 60 dbm

c. I.F. bandwidth h mc/s

d. Receiver noise figure 5 db

e. Equivalent receiver
Input noise level - 103 dbm

f. Maximum deviation 24O kc/s

g. Base bandwidth (77 channels) 320 kc/s

h. Pre-emphasis at 320 kc/s 26 db

i. System voice-channel
Load factor (77 channels) 18.5 db

'ne permissirie ouviarbion un eauih vi' itz- 77 . .. ..j.......iv.i .CI L .. -
plexed channels was determined in accordance with generally accepted channel

assirnment procedure,(h) Pre-emphasis is employed to equalize the S/N on

each of the 77 channels by compensating for the variation in the noise power

density over the various channels during above threshold operation. For the

assij-ned pre-emphasis, the deviation is modified with modulation frequency

accordinf- to the rc].ationship

Ii-' V111 fn/ iNk, /. " 7-)"'' 5



where T = 10 x 10-6 and 6 is the channel radian frequency. Usdi-r this re-m
,nti'onship, the relative deviation (Scale Factor) on each of the 77 cha. :ls

was computed. See Table I.

TABLE I

Channel 1 Deviation
Center Scale Computed

Channel No. Frequency Factor Deviation

1 6 kc/s 1.1 2.7 kc/s

2 10 kc/s 1.2 3.0 kc/s

45 186 kc/s 11.7 29 kc/s

46 190 kc/s 1210 30 kc/s

76 31h kc/s 19.8 49 kc/s

77 318 kc/s 20.0 50 kcis

Because of the random phase addition of the subcarriers and the nature

of the nI'ormauion transmitted, it is permissible for the sum of the deviations

of each channel to exceed the prescribed maximum carrier deviation. Thc stotiq*

tical nature of voice signal variations and chiannel utilization have b(cc•i ;In.t'W

to obtain a 1 ib 1ig factor curve. This curve shows that for a 77-channel system,

the loading factor "( )is approximately 18.5 db. This means that if the

ratio of the s- cified carrier peak devistion to the deviation allotted to each

channel in tý ibsence of pre-emphasis is 18.5 db, the specified carrier devi-

Ai.lIn will. r rie exe~eded more. than one percert cf the time. The londinl'.

factor is ff by

(db) 6(6)

-6



:he]', /1 f is the peak carrier deviation, and f,, is the deviation per channel.

hor. :-e-emphasis is employed, the deviation in each channel is not constant and

the deviation, f', , is established on a channel near the mean frequency of the

multiplex range. The mean subcarrier frequency in the assumed system is approxi-

mately 185 kc/s (channel 45) and therefore with the specified loading factor of

].8.5 db, the deviation f of channel 45 is established as follows:

240 kc/s
20 log 2 ... . 18.5

d

Sc- 8.4
fd

240
f 2h0 - 29kc/s.

The deviation of each of the other channels is scaled according to the devi-

ation scale factor as given in Table' I. In practice, the deviations assigned

to the lowest frequency channels are usually increased from the values obtained

above in order to combat the residual noise level due to circuit hum, etc.

The performance of the data link utilizing channel 77 will now be com-
puted. The modulation index for this channel is

Mod. Index = . .. 0.16

Using this modulation index, the relationship between the input and output

S/IN of the FM receiving; system may be used to relate V1 and W2 . The expres-

sions commonly used in the analysis of 1,14 receiver performance are valid only

wnen the signal level exceeds the threshold. The theore~ica]. noise perf ormanlice

curves for a frequency modulation receiver operatinf below the improvement
(5)threshold have been computed by F. J. kinner . and Lhe curve correspendrii.j

to the FM'1 system postulated for this analysis is plotted in Figure 3.

- 7 -



CHANNEL 77
-L,

CHANNEL DEVIATION = 50 A -c/4

MODULATION INDEX 0.16

-8

-12

-16

-20

-24

-28

-32
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- -6 -4 -2 0 2 ' 6
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Figure 3 FM RECEIVING CHARACTERISTIC



Above threshold, the noise power density N(f) at the output of the

discrij..inator is generally assumed to be proportional to the square of the

frequency. However, when the signals are well below the threshold, the curves

in Skinner's memo show that N(f) is reasonably constant with frequency. There-

fore, well below threshold, the noise power ( P,) in the 320 kc/s bandwidth at

the output of the FM receiver is

"/oY = /V (7)

where S is the signal power in the 6 subehannel tones.

The retore,

W x .2 x 7S (8)

Now, let Sc equal the signal power in each of the 6 tones.

Then

"s /.2 'x 1o

6S (9)

Hence,

_ S,7- 3.2 x o

A 6( Yo)

'&~= (ol) -A22. 5d4b

(10)



For every value of I,% , the corresponding value of W1 is obtained through

the use of Equation (10) and the FM receiver characteristic curve which is

plotted in Figure 3.

The probability density function of W1 is given by(2)

The probability density function q,, VA1  I of XAO may be obtained in
the following manner. Let WV, expressed as a function of EIN, be

then

P )]A A~ (12)

0 0 0

The value of r/j/ f° is obtained graphically at each value of 'CIN from

the slope of straight lines tangent to the actual curve in Figure 3. The

equation of these tangents may be written in the form y-= A a',-I, where A is

the slope of the curve at the point of tangency.

Thus,

f 0h / /1 10 (13) W
0

and using the relationship

- 3.0 -



and C-1ferentiating both sides of Equation (13) with respect to

resui in

= A

k 5/W /

The error probability is computed by evaluating the integral

For each value of , the value of the integrand of Equation (14) is
computed as shown in the sample calculation in Table Io. The integrand was

plotted as a function of E4/Al and the probability of error, which is equal

to the area under the curve, was determined by graphical means. The resulting

probabilities of error was computed in this manner for several combinations of

DCPSK systems, orders of diversity, m, and mean signal levels, and are tabu-

lated in Table III. A four-state DCPSK system may be obtained by combining

two binary DCPSK subchannels in quadrature, as discussed in LETECT Memo No. 2A.

The error probability of these DCPSK subehannels is indicated in column 5 of

Table III.

In all cases which were examined, it waB found that virtually all errors

occurred Mhen the signal level faded below the threshold level. Therefore, this

analysis has been based on the theoretical signal-to-noise ratio performance of

FM receivers operating below the FM threshold which has been investigated by

F. J. Skinner. Although Skinner's analysis was derived for single frequency

modulation, one finds that, below threshold, the noise output of nt receivers
is independent of the modulation frequency and Skinner's curves may be applied

to the multiplex case. It is belinved that the performaance predicted by these

curves is approached closely by conventional FM receivers.

- 11 -
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7he results obtained in Table III assumed data link operation over the

:I. crt `_-i tiency multiplex channel and the performance over other channels

.c'uld Ue computed in a similar manner. However, the range of the system

raramcters considered by Skinner does not pernit the evaluation of the per-

formance of the very low frequency channels. In another analysis(7 )" by

D. P. Harris, a convenient set of curves is presented from which the signal-

to-noise ratio performance in any channel of a frequency division multiplex

system may be determined. Figure 4 has been derived from Harris' article and

illustrates the relationship between E/N at the input to the matched filters

as a function of carrier-to-noise ratio with channel frequency deviation, fd'

as a parameter. If operation is assumed on channel 77 (fd - 50 kc/s), the

resulting curve in Figure h is found to be in reasonable agreement with the

corresponding curve taken from Skinner's work.

The effect of channel assignment on the performance of a given data link

is easily obtained from Figure ht. For example, if operation on channel 77

d = 50 kc/s) is to be compared with operation on channel 15 (fd 1 10 kc/s),
the factor ?0 log 24'// would change by

B 0 f = =0

Fror the slope of the curve in Tl'ijre )i, it is seen that a lh db change in the

value of the ordinate corresponds approximately to a 7 db change in the carrier-

to-noise ratio, W1 .

Referring to Table IT, it is seen that if the value of WI required to

obtain a viven E/N' is increa.,:ed by 7 db (power ratio of 5), both) -
and dW,/l will be increased by a factor of 5. Thus, in the case of dual

diversity, the value of the integrand and, hence, the integral will be increased

!v ;1 factor of 25. Therefore, the error probability of channel 15 is 25 times

as great at t.he error probability of channel 77.

•.lit
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In the case of quadruple diversity,

and the probability of error would be increased by a factor of 625 if operation

were shifted from channel 77 to channel 15 of the assumed system.

New P11 receiver designs( ) have recently been developed wlUich attempt

to improve FM receiver threshold performance. These efforts have included the

ap•-iication of negative feedback at the modulation frequency (I11FB) and carrier

insertion tochnin.-aes of recention in conjunction with the FMFB technique. The

tik-ory o operation below threshold of these receivers has not been adequately

covered in the available literature. If it may be assumed that the performance

of these ?V receivers will be characterized only by shifting the curve of

Fi-uirc h to the ]cft, the effect on the performance of data link systems can

be easily ascertained. From the genera2 equation for the M-fold diversity

combiner, Equation (11) and the sample calculation of the probability of error

in Table TI, it is observed that a 3 db shift in the threshold is equivalent to

a 3 db increase in R for all orders of diversity. For example, if the FM

threshold is moved 3 db to the left, the required value of W]. will be decreased

by a factor of 2 at each value of E/N10 Therefore, the resulting error rate

w121 be decreased by a factor of h in the case of dual diversity and by a

factor of 16 in the case of quadruple diversity, as would be the case if the

transmitter power and, hence, R were increased by 3 db.

C ONC UiS IONS

This analysis shows that the performance of digital data systems

onerating over FM tronos.heric scatter links is dependent to a great extent

on the effectiveness of the diversity -,ystem. The analysis assumed an optimum,

nredetectionp coherent combiner; however, contemporary tropospheric scatter

systems commonly employ post-detection nomhin.irs which can be ex•p.ected to he

less effective in FM1 systems than the ideal nredetection combiner. (6) Multiple

diversity systems often emnloy a combination of spatial and polarization

diversity. That is, each receiving antenna may contain a horizontally and a



verl-cally polarized feed. it has been found that the amplitudes of the

horizontally and vertically polarized signals arriving at the same antenna

show a greater correlation than two signals of the same polarization which are

received at separated antennas. Hence, the system performance computed in this

memo can be expected to be optimistic for the degree of diversity assumed if

polarization diversity is employed.

This analysis also indicates that the error rate performance of a pre-

scribed data link, transmitted over the assumed FM tropospheric scatter link

employing pre-emphasis, is strongly dependent upon the assigned multiplex

channel. This results from the fact that nearly all the errors occur during

the small fraction of the time when the fading signal is below threshold.

In this subthreshold region, the FM receiver output noise power density is

found to be very nearly independent of frequency, and equivalent performance

on each cha.nel would be achieved if the same deviation were used on all

channels. The channel deviations in FM scatter systems are commonly established

on the basis of performance above the threshold where the noise power density is

found to increase as the square of frequency. That is, pre-emphasis is employed

whereby the channel deviation is increased with channel frequency. This is

logical for use with voice transmissions which would be judged on the performance

during the large fraction of the time when the signal is above the threshold

level. Hence, there is a conflict between the requirements for optimum voice

and ontimum digital data transmission if equivalent performance on all channels

is desired. If both voice and digital data are to be transmitted over an F4

tropospheric scatter link which employs pre-emphasis, it would be advantageous

to assign the channels having the higher deviation (the higher frequency

channels) to the data systems and assign the lower frequency channels to voice

circuits.

In order to optimize the performance of scatter circuits for use with

digital data systems, the threshold performance of each system component must

be considered, such as the diversity-combining technique and the detection

technique.

- 17 -



Tt should be emphasized that this analysis has considered only the

effects of amplitude fading. It will be necessary to extend this anruysis to

include the effects of phase perturbations of the received signal, irticularly
when PSK data systems are being considered.

- 18 -
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SubJect- "Some Properties of Impulse Noise"

13y Richard E. Cleary

SUIM1ARY

The results of a search of the C.A.T. Library literature for information

pertaining to impulse noise have been received and examined. Of the many

(apnroximately 15-20) articles reviewed, those listed below were considered

the most nertinent and material extracted from these is reported herein.

1. Middleton, D. An Introduction to Statistical Communication

Theory pP. 349, 490-498 McGraw-Hill Book Co., Inc.,

New York 1960.

2. Middleton, D. On the Theory of Random Noise Phenomenological

Models I and II, and erratum. Journal of Applied Physirs 22,

1)h3-1152, 1153-1163, 1326. 1951.

3. Nullen, J. A. and Ulddleton, D. The Rectification of Non.

Gaussian Noise, Quart. Appl. Math., 15, 395.419 (i958).

4. R•ice, S. 0. Mathematical Analysis cf Random Noise from

Noise and Stochastic Processes New York, Dover Publication, Inc.

1954.

5. Slack, N. The Probability Distributions of Sinusoidal O±illatlons

Combined in Random Phase, Journal Inst. Elec. Eg. 93
Pt. 3, (1946).

This is a revision of DETECT WThMO NO. 6 which was originally
issued 21 September 1960.
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INTRODUCTION

A substantial body of literature is available concerning stochastic

variables which belong to the normal random process. There is, howeverj

a considerable amount of noise present in a communication link which may

have a noticeably different statistical character from the normal random

process. A characterizing feature of this noise is its impulsive nature.

The elementary disturbances consist of sequences of pulses of varying dura-

tion, intensity, phase, and shape and with random occurrence in time. Such

noise is, in the literature, usually termed impulse noise. In contrast to

the body of literature available concerning the normal random process,

that concerning impulse noise is quite meager. A foundation does appear

to have been laid, however, upon which further investigations might be

based.

Middleton (2) defines three impulse noise* models; (1) periodic, non-

overlapping impulse noise, (2) nonperiodic, non-overlapping impulse noise,

and (3) Poisson noise. Of the three, Poisson noise appears to be of greatest

general use and the most mathematically tractable. It is the concern of

.almost the whole of the literature on the subject of impulse noise. We)

thereforej restrict our attention herein to this process.

*Due to a lack of sufficient and consistent data, it remains to be established

that the disturbance encountered in a communication link which is commonly
termed impulse noise 2s actually represented by any of the three models.

2
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Poisson Noise

Poisson noise, results from the linear superposition of the effects

of elementary independent impulses which occur at random in time. In prac-

tice, the effect of each elementary impulse is given by a particular wave-

form governed by the frequency response of the circuits or the selective

properties of the medium in which the disturbance is evolved. Middleton (2)

gives the following descriptive summary of Poisson Voise:

"The distinctive feature of this model is the completely random

occurrence of the elementary impulsesj overlapping is common

and characteristic. Familiar physical examples are atmospheric

and solar "static," precipitation noise, ignition and lightning

discharges, the interference effects of randomly oriented scatterers

in the medium of propagation, etc. Unlike fluctuation noise or

Brownian motion, where the density (in time) of the individual

effects is so great that overlapping is extremely frequent, this

latter type of disturbance is characterized by relatively few

impulse per unit time, with a weak overlapping of individual

effects, and so does not belong to a normal random process, only

in the limit of a high impulse density does the Poisson noise

(so named because of its statistical structure) exhibit gaussian

properties.*

An analytical representation of the first order statistics of generalized

stationary Poisson noise has been obtained by Rice (4). In this, the waveforms

of the elementary pulses are assumed identical and denoted by F(t). The

first order characteristic function of the random wave of Poisson noise

3
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is then given by

e V'/. e()

where V is the average number of pulses per unit time. This is easily
extended to the case in which the amplitude (a) and duration ( r ) of the
wavefonr of 'ho o]ionntanx' pU1.os are stochastic and indenendently distrl..
buted according to A(a) knd fP(r). in-thin case,

9)(-) e (2)

Using the method of Rice (2), Middleton (1) and (2) has obtained a

generalized representation of the nultiple-order characteristic function
for nonstationary Poisson noise. This is of a form similar to Eq. 2
above, but considerably more complex and will not Lj discussed in detail
here.

Some insight into the nature of the Poisson noise process may be obtained

by examination of one of the few example s where explicit results have been
obtained. This is the case of a train of independent overlapping rectangular
pulses of mean duration i. In this case# Eq. 2 becomes

-(3)
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where
V - is the average pulse "density", i.e., the average

number of pulses per second multiplied by the average duration of a pulse.

ga(u) is the characteristic function of the distribution of

amplitudes. The probability density distribution is given by

e 2r

P(:) .3 €•(.-•. , J.

me o .a* e -

With the Poisson noise process1 there is at any given time, a finite

probability of having no noise at all) and this is represented by the

d- function of strength P "'at the origin.

For a Gaussian distribution of amplitudes

A_ "A( '.) -
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the characteristic function is given by

laa

6U < e > - e
> =6 (6)

and the probability density distribution of Poisson noise becomes

P-.) I e (I -* 1

The probability density distribution defined by Eq. (7) is shown in

Fig. 1 for several values of average pulse density r . The cumulative

probability distribution given by the integral of Eq. 7 is shown in Fig. 2.

This figure is a plot of probability that the abscissa will be exceeded in

absolute value. In each case, the appropriate gauasian probability distri-

bution or cumulative probability of the amplitudes of the elementary pulses

is also shown. The effect of increased overlapping of the elementary pulses

as the average pulse density increases is apparent from either figure. At

low pulse densities when there is iittle overlapping, there will be appreui-

able gaps (in time) between successive pulses. Accordingly, small or zero

amplitudes are the most likely to occur and only rarely will the intensity

of the poisson noise wave be found comparable to that of the elementary

pulses. On the other hand, as the average pulse density increases and over-

lapping becomes more common, two effects begin to show up. First, the

Poisson noise wave is less likely to be found with zero amplitude and secondly,

there is an increased probability that the Poisson noise wave will exceed

the intensity of the elementary pulses.

6
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In addition to the above effect, the magnitude of the average pulse

density has a substantial bearing on the mathematical tractability of the

problem of obtaining explicit results in any case. In the limiting case

in which the pulse density becomes very large and substantial overlapping
exists, it is expected that the precise form of the elementary pulses

becomes relatively less important since their individuality is lost in the

combined effect. This case is discussed to some degree by Middleton (2)

and by Mullen and Middleton (3). On the other hand, in the limiting case
in which the pulse density becomes very small and overlapping is negli-

gible, the statistics of the Poisson process will be just those of the

elementary pulses. However, in the region between these limiting cases,

the shape and statistical properties of the elementary pulses are critical

in determining the statistics of the Poisson noise process. It is this

fact which makes a general evaluation of the statistical properties of

Poisson noise so difficult.

The relatively simple result of Eq. 7 on page 6 occurs only because
of the idealization of pulse shape which allowed the characteristic function

to be derived by the use of the sum of k-fold products of identical elements.

For pulses whose amplitude changes with duration, this procedure breaks down
and it is apparently no longer possible to obtain explicit results for all
values of ,.

Mullen and Middleton (3) discuss an approximate representation of the

characteristic function of Poisson noise which is valid when the pulse density
is small. Using this, together with work of Slack (5) curves of the first

order probability distribution of Poisson noise derived from rectangular

7
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c-w pulses are given. A short tabulation and discussion of the physical

situations to which Poisson noise applies is given by Middleton (2). In
thisthe order of magnitude of ýf associated with a number of sources

of Poisson noise, together with the character of the distributions of the

process are presented and discussed.
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Subject: "Error Probability of a System Using Close-Packed
Codes in the Presence of Impulse Noice"

References: (1) Mertz, P. Model of Impulse Noise for Data
Transmission Rand Report P-1761 July 27, 1959.

(2) Hamming, R.W. Error Detecting and Error
Correcting Codes- Bell System Tecnii alJournal
Vol. 29 April 1950.

(3) Ulrich, W. Non-Binara Error Correcting Codes
Bell System Technical Journal November 1957.

(L) Lee, C.Y. Some Properties of Non-Binary Error
Corretinf Codes I.H.E. Transactions on
Information Theory June 1958.

By: Richard Cleary

SU1M1TlY

The contamination of the signals of digital data transmission systems

by noise of an impulsive nature is recognized as a serious limitation on the

information transfer ability of such systems. This memo investigates the word

error probability of a system using close-packed codes when perturbed according

to a mathematical model of impulse noise proposed by Mertz

Curves showing word error probability vs. long term average letter error

rate are included for several combinations of system parameters. These curves

will allow comparison w4.th the performance of other systems currently under

study.

Two proposed extensions of the present analysis are described.

This is a revision of DETECT MYNO NO. 3 which was originally issued
30 June 1960.
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111TRODUCTION

In the processes of detection and decision involving digital data, some

of the most serious difficulties encountered over certain communication links

are due to the presence of impulse noise. It is desirable, thereforet to

devise a system which will offer substantial resistance to this type of

disturbance. The first approach to this problem has been the excamination of

the performance of certain promising data transmission systems when the signals

are perturbed according to a mathematical model of impulsive disturbances.

The minimum effective duration of a received impulse is determined by

the channel bandwidth and is equal to or greater than the reciprocal of the

bandwidth. If we postulate that during the presence of an impulse, the channel

output is independent of signal input, then at least two methods of combating

impulse noise are available to us. One is to make each symbol (pulse) long

compared to the reciprocal bandwidth and another is to enoode groups of symbols

into messages which contain suffiieent redundancy to permit error correction.

We are here concerned with the latter approach.

Analysis

We identify each transmitted pulse with a letter so that the number of

letters in the system alphabet is equal to the number of different pulses

employed. The mathematical model of impulse noise which is employed is due

to P. Mertz. His model defines the probability of letter error occurrence

in the following way:
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In the data transmission system considered herein; each word consists of

a sequence of n letters, each identified by one of k possible states.*

The kn different sequences (words) which may be thus formed are collectively

denoted as the set Sk(n). The transmitted signals are chosen from this set

and form a subset C (C for code) of Sk(n). We wish to examine the susoepti-

bility of the system to impulse noise as a function of the minimm "distance

between words of the code". The distance between two words has for the present

purposes been taken as the number of letters (in corresponding positions in

the words) by which the two words differ. Symbolically, each word of Sk(n)

represents a point in the n dimensional space of kn points.* A single letter

error will carry a given point in C across a unit distance into another point
of the set S k(n), two errors across a distance of two, etc. If the points

(words) of the subset C are chosen such that the minimo distance between

words in C is d, then d-l or fewer letter errors will result in a

received point nearer the correct (transmitted) point than any other point

of the subset C.

* If the k states or letters are identified by distinct
frequencies, a k - ary FSK system results in which the
bandwidth-time product required per word is approximately kn.

In binary systems all words are located at vertices of an
n dimensional cube.

The qvmbol [ ] is read as "the greatest integer in", for example

= 1.
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We restrict our attention to .olose-paoked codes". A close-packed code

has the •operty that every point in Sk(n) is at a distance equal to or less
.han L.2J from scom point in C.* If upon reception of a word wi of Sk(n),

that word wv of C which is at the smallest distance d j to vi is desigated

as the transmitted word then a word error occurs if and only if the number of

letter errors exceeds I•i . Same of the propertieu of error correcting codes

have been discussed in the literature by Hammig2, Ulrioh3 and Lee4.

We seek to deter•ine the error probability of a syatem using a sloes-paoked

code C of distance d whien the signals are perturbed by impulse noise in ac-

cordance with the mathematical model of Reference (1). All words of the code

contain exactly n letters chosen from a k state alphabet.

The conditional probability P(e/burst) of word error in the presence of

a burst is given by

P(e/burst) - P(e/i) P(i/burst) (1)ino

P(e/i) is the conditional probability of a word error given
i letter errors

P(i/burm,-) is the condit4nnal probability of i letter
errors given a uarst.

If the decision rule is to designate that word in C which is at the smallest

distance from the received word, theii

P(e/i) Op, - , 1, 2 ... , j] (2)

""I, t he1ca + ck co., n

*In the case of close-necked codes, d is always odd.
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whereby (1) beomes

P(elbci,.st) P((/hsnt) (3)

Two oases ma be distinguished according to whether the ratio of burst

durations - , to word duration, w- , is greater or less than umnty. (It will

be recalled that the burst duration is uawmnd fixed.) In either caue, we

assign a time origin at the onset of the word and denote the interval between

this and the terviination of the burst by the parameter u , whioh is assumed

diastributed acoording to

>(J= /+ , _ x_ +•(,

With the aid of Figure 1, the case in which L _> 1 will be examined

first.

f - I
tAt

I i I0

Figure 1.
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The conditional Poisson probability of i letter mrrores givie the tine interval

U, may be writton'.

P(o/A) = e 0• U • •

= e b_ 
. < 

ar 
_

-e

P(1/U) = 0, O US _('i-,)T, I1 ý(a)

(b.6)' -b,
e S -I)T _ , a; /

= . 6 S k I

= 0 , - -e) (- b [ -(U+--(i--/)r, _ aIf

where b is the average error rate within a burst and T is the letter
durations i.e. nT - w.

*The discontinuities of P(i/u) are a result of the particular mathematical
model used. In practice, P(i) is a more significant parameter than P(i/u);
in fact, considerable difficulty in determining u may be anticipated.
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With the aid of (4) and (5)

P('4/&'v.st) - / (a) P~i/.) da

2÷ +
(6)

(i-?, (b z; r -46z.s 2 .+b7' -Ak-

÷ N+ / e e e5

j'=

The case in which - 1 1 may be examined with the aid of Figure 2.
V

x -- bý

I I

_ _ __. .... 9.. _
Figure 2.

Figure 2.
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In this case, the conditional Poisuon probability of i letter errors, given

the time Interval u , may•be vritten

-A

eb [z''-(Ls-J)] ,•u - ,.-

P(i'/) = ), 7, (e-/)1 2(!)

(bi)' -bi

e , U- -! -

- 4, , w r - (L - f)T, 7'- !A I

It is worthwhile at this point to note that (7) may be obtained from

(5) by a simple interchange of word length and burst length. We may then

imme~dately write the equivalent of (6) for the case Z 1.w -
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Returning to equation (3), we may write

= [P(e/lbu0.st)] P(bfrst)

P(bu,-st)(8

which, upon subftitution of the Poisson probability of a burst in the tiee
interval z+• ,,P becomes

= - P(U/'bufst) j (w#-)e (9)

where 'a' is the average burst rate.

Finally, with the aid of (6) and (9)

Pe= / -;-e- ,-+.. /)e -• /

(t'- + 1) b 7' 6,Tl
b b

(1o)

(b,) h ,- a ef 
,

The probability of word error for the case 1 may be obtained from

(10) by interchanging • and /,-
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Curves of word error probability vs. average number of errors per word

are given in Figures 3, 4 & 5 for several combinations of the paramsters

(burst length) and a (average burst rate).

Validity of the Assumptions

It would appear worthwhile now to examine the conditions under which the

Poisson approximatlon is, for practical purposes, an adequate representation of

the binomial distribution. If we deote the former by P(x;xZ and the latter

by B(x;n, p), these conditions may be written

x << n
(11)

S<< n

which, for the case in question becomes

[d]n

(12)
bw << n

Further analyses which are proposed below are expected to reveal the severity

of the restrictions imposed by these inequalities.

Finally, it appears desirable to examine the restriction upon the average

burst rate in order that the probability of multiple burst occurrence in a time

interval A t be negligibl7 small.

Let P(i;a, A t) designate the probability of i bursts during an interval

of duration 4 t if the average rate of burst occurrence is 'at bursts per

unit time.

-azte
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Probability of no oimrl =

= (o,e, a14t; *' P(0,,a A ) fa - z

= (H-aA t) I/-(ad t ]+(33)
2/

-/ I o a Ar << I

For the case in qaestion

•t =*+..

and (13) requires

a(w+ .) -au(l+d) 4< 1 (14)

Most oases of practical interest are believed to satisfy this inequality.

Proposed Further Effort

The applioability to a practical system of some of the asamptions about

impulse noise as used herein is open to some questions. Principal among these
assumptions are the following:

1. Within the time interval occupied by a burst, the
probability of letter error occurrence has a Poisson distribution.

2. For a given transmission, the tIL.e interval occupied by

a burst is fixed.

The principal objection to the fir )f these is that the maximum number
of errors permitted by the Poisson dist ution within a finite time in'erva.

is unbounded, while in practice, at nvs Al1 of the letters of a word can be
in error.
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Sufficient data upon which to judge the validity of assumption (2) above

is not yet available. Hlowever, it mg be argued intuitively that burst length

should be represented as a stochastic process aelined by a probability density

4is tribution function.

To overcome the above difficulties, it would be desirable to replace (1)

and (2) from page 11 with corresponding observations which are based upon a

substantial body of evidence. Although there was some doubt that such a body

of evidence existed, a literature search on the subject of impulse noise was

undertaken, the results of this literature search are reported in Appendix 111(a).

It was proposed that (1) and (2) from page 11 be replaced with the following

(intuitively more reasonable) assumptions.

1. Within the time interval occupied by a burst, the probability

of letter error occurrence has a binomial distribution,

2. Burst duration is represented by a stochastic process and

has a uniform distribution.

The first of these satisfies the requirement that the number of errors per

word cannot exceed the number of letters per word, while retaining the idea

of random error occurrence within a burst. The uniform probability distri-

bution of burst duration (assumption 2) expresses the feeling that, with the

data available, no preference for a particular duration can be stated.

Analysis using these assumptions has been carried out in Appendix III(c).
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III(c) Adaendum to DETECT IL1O NO. 3

3ubject: "Error Probability of a System Using Close-packed Codes

in the Presence of Impulse Noise"

By! R. E. Cleary and P. Crimni

References: (1) Mertz, P. Model of impulse Noise for Data
Transmission Rand Report 1'-1761 27 July 1959.

(2) Cleary, R. Error Probability of a System Using
Close-packed Codes in the Presence of Impulse Noise
CAL DETECT MEMO NO. 3 30 June 1960.

SUL..iKRY

This memo represents an extension of DETECT MEMO NO. 3. An analysis
is presented of the word error probability of a system using K-ary, close-,
packed, error-correcting cQdes when perturbed according to a mathematical
model of impulse noise. The impulse noise model employed is that due to

P. Mertz, with the modifications proposed in the final section of DETECT

14MO NO. 3.

I NTRODUCT ION

Reference (2) analyzed the word error probability of conuuni.cat.ions
systems usinfo K-ary, closc-packod codes when perturbed according to a mathe-
matical model of impulse noise proposed by Mertz in Reference (1). It was

proposed that two of Mertz's assumptions be replaced with the modified
assuJmptions shown on the following page.
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Mertz's Modified
Assumption Assumption

1. Distribution of the probability of Poisson Binomial
letter errors within a burst of
impulse noise.

2. Distribution of the length of All bursts Uniform
bursts of impulse noise of equal

length

This addendum presents an analysis of the word error probability of a

system using close-packed error correcting codes when perturbed according to

the modified model of impulse noise. While the assumption of a Poisson distri-

bution of burst occurrence has been retained as far as the computation of the

probability of a burst overlapping a word is concerned, the following assumption

has been made for reasons of analytic convenience: a burst of noise overlaps a

word by a period of duration equal to that of an integral number of letters.

Aside from the changes specifically noted here, the data transmission system

and impulse noise model, as well as the notation, are as described in Reference

(2).

Analysis

We seek to determine the error probability of a system using a close-packed

code C of distance d when the signals are perturbed according to the modified

model of impulse noise. All words of the code contain exactly nz letters each

of duration 7- and each chosen from one of A possible states.

We assume that the decision rule is to designate as the transmitted word

that word in C which is at the smallest distance from the received word. Then

the conditional probability of word error given an overlapping burst of durat ,n

1 4 T is given by

P (e ; tz, ,o,/o, A ) -. -• P ('• ,•/, (1)

The symbol [ ] is", as in Reference (2), read as "the greatest integer in";

for exanple, ý3/2] - 1.
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where P -U , /o A ) is the conditHional probability of exactly Z letter

errors in a word containing ft letters which is overlapped by a burst of duration

}.( when the probability that any one letter overlapped by a burst is in error

is * In the sequel, the parametric dependence of the various probabilities

on / o , and Ci is implied, even though it is not written explicitly.

As in the analysis of Reference (2), two cases may be distinguished according

to whether the ratio of burst duration -,A 7- to word duration a / 7-

is greater or less than unity. In either case, we assign a time origin at the onset

of the word and denote the interval between this and the termination of the burst by

M 7T *, where If is assumed distributed

P(m, ) = - (2)

With the aid cf Figure 1, the case in which - -- *I will be examined

first.

1 4 - tz 7* -#

Figure 1

Note that, in view of our assumption, the parameter -M takes on only
integral values.



Addendum to DETECT MEMO NO. 3 14 October 1960

The conditional probability of L letter errors is siren by

M i ( -•.•0)- ,

6 0 .ýV A > -L) -
Ot fAS -M # 2

The case in which - < am be examined with the aid of Figure 2.
FgAe

P'igire 2
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In this case, the conditional probability of t letter errors is given by

P('/ f , o,0,)44 0, fn '

"0 )b fL t) ,.,A ,

We may now write that

Utilizing Equation (1), the expression for the probabillty of a word error is-

where 0 stands for overlapping burst and P (o, s ) is the probability that
a word will be overlapped by a burst of duration - /.. T . As in the
analysis of Reference (2), the burst occurrence is assumed to be specified by
a Poisson distribution, while ,14 is assumed uniformly distributed over

- . . so that

(7)
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idihere 2 is the average burst rate. Note that thWs is the probability of a

single burst occurring in the time interval ct- + -e (the vhole interval is

used since it is assumed that, if a burst overlaps even part of a letter, it

may be regarded as overlapping the whole letter). The word error probability

thus does not include the contribution due to the occurrence of more than one

burst overlapping the word. However, it may be shown (Reference 2) that the

probability of two or more bursts overlapping the same word is very small in

most cases of practical interest.

Substituting Equation (7) into Equation (6), one obtains

/7-. F)/ Wo e (8)

The probability of a word error, as given by Equation (8) above, is plotted in

Figure 3 as a function of the expected number of letter errors per word (the

latter being equal to 4 C 140 (/0)1 ) for two selected values of
0- w . For purposes of comparison, the word error probabilities using the

original assumptions (i.e., (1) the occurrence of letter errors is governed

by a Poisson distribution; (2) ,/U is assumed constant and equal to the mean

value" of ,u for the corresponding case with /-x variable) are also plotted

in Figure 3.

CONCLUSIONS

As may be seen from Figure 3, over the range of variables plotted, the

probability of a word error in a close-packed error correcting code as computed

under the more realistic assumptions of a binomial distribution for letter errors

and variable burst duration does not differ drastically from the probability as

computed under the simpler assumptions of Reference (2). It may be concluded,

then, that reasonably accurate word error probabilities may be computed by assuming

constant burst duration and a letter error occurrence governed by the Poisson

approximation to the binomial distril-ationo



*1 . 31.)iJ (ct~oher 19160

d-DISTANCE BETWEEN NEAREST NEIGH'BORS I ....

a- AVERAGE BURST RATE : .

zr- WORD DURATION i ..

X-BURST DURATION I

T - LETTER DURATION

p- PROBABILITY OF A PARTICULAR/

LETTER BEING IN ERROR (BINOM4IAL)7
b-AVERAGE LETTER ERROR RATE /

WITHIN A BURST (POISSON)
10 .1 NUMBER OF LETTERS PER. ..... ;. ...............

WORD, EQUAL TO W/T..q ., . 11 ... . .. ..... .........

W IA
.... ~~~~~~ ~ ~ ~ ~ .... B....IN......................I10 4AL DISTIN FOR LETTER

/ / ERROR OCCURRENCE, BURST
I DURATION VARIABLE

I / K.!. * '1__r

.... ... tl. .. . ....... . .

~+ ./POISSON DIST'N FOR LETTER j
;*/f*~ /ERROR OCCURRENCE, BURST

........ . DURATION CONSTANT

/ 1A' 0.61--. - - :

.0 1.01 0.1 1 .0

EXPECTED NUMBER OF LETTER ERRORS PER WORD

Figure 3



APPENDIX T



APPENDIX IV

DFRIVATION OF RESULTS USED IN CWAPTER VI

(a) DETECT MEMO NO. IA - "Moment Detection

in the Presence of White Gaussian Noise"

by T. T. Chang.

(b) ]I:TECT MEMO !0. 4 - "Optimum Decision

Basei on Multiple Moment Detection" by

T. T. Chang.

(c) DETECT MEMO NO. 9 - "Analysis of the

Effects of Impulse Noise on Moment

Detection" by T. T. Chang.

(d) DETICT MEMO NO. 14 - "Experimental Inves-

tif-ation of Moment Detection" by Ned B.

Smith.
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IV (a) b1LTnCT IAIO:NO. L-

,ubjoct• "!.'oment •~Lction in the Presence of ',1hite laussian lloise"

By: T. r. Chang

The performance of moment detection in the presence of additive white

gaussian noise is analyzed. The functional dependence of the nrobability

of error on the ratio of average transmitted energy (per symbol) to noise

power spectral density E/IN is determined. Alhere this functional relation--

ship could not be stated in closed form, closed form expressions for upper

ana lower bounds have been obtained.

It is shown that all moment detection processes can be replaced by the

use of linear filters having appropriate impulse responses. The converse i_•

however, not true; that is, linear filter detection cannot, in general, be

replaced by moment detection.

The organization of this memorandum follows that of the original work

at Rictgers University (Reference 1). However, the treatment hds been extended

to include certain effects nnt previously considered. The material i nrre.-

sented in four sections, as follows!

1. Moment detection of a single pulse

2. Moment detection of multiple-pulse groups

3. Effect of a filter rreceding the moment detector

4. Effect of pulse overlap (intersymbol interference)

*This is a revision of DFETCT M1,0 NO. 1 which was originally issued
24 May 1960.
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INTRODUCTION

In 1957, a decision method for the decoding of pulse coded signals was
described by a group at Rutgers University College of Engineering (Reference 1).
The method was called moment detection. This memorandum investigates the theo-
retical performance of moment detection in the presence of additive white
gaussian noise*

The basic idea of moment detection is that by determining a sufficient
number of the temporal moments, MA (T- s(t))- 7JT ' (e) dt of a
time limited signal £ (t) , that signal can be specified to any praccribed
degree of accuracy. Discrete pulse-coded signals may be uniquely idcntifies by
specifying one or more of the temporal moments. The integer k designates
the order of the moment; thus, M, is the zeroth-order moment, which happens
to be the area under 5 (t) , Al is the first-order moment, etc.

It is convenient to call the set of possible transmitted signals a code ,
and to call each possible transmitted signal a word. We are concerned with
binary codes in which each word consists of a sequence of identical pulses.
The pulses in each word can occur only at prescribed uniform intervals. All
words in the code have the same number of pulse positions and the words differ
only by the number and location (in time) of the pulse positions which are
occupied. It is found that there (usually) ex sts some k such that each
word in the code results in a unique value of Mk for each word in the
code C (there may exist some pathological pulse shapes for which this
statement. is not true). Although the use of such a value of k results
in a very simple decision doctrine, the probability of error in the presence
of noise may be greater than with other schemes to be described below. The
reason for this is that the larger value of A required in order to obtain

unique Mk results in smaller percentage differences between the various
MA and a larger variance due to noise. It is found that lower probability

of error results when the decision is based on the measured values of several

low order moments rather than on a single higher order moment.
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1. Moment Detection of a Single Pulse

The k th temporal moment AM4 (r, S(t)) of a signal S(t) on the

interval [O, fj is defined by M A (TS(t)) = t 4S(t) et . We can
easily show that the moments M 4 (7, S (i)) can be obtained by linear filtering.

Thus, consider a linear filter having impulse response,

(T- t) " , O _t T (1.1)K a•) = LO) elsewhere

S,(t.) L[-NEAA F/L-E P

The output So (t) of this filter in response to an input signal S(t) is
then given by the convolution of Si (f) and hk (e)

So (e) =' (,.e. h t-r) a Z

- Si )T(T- t A .

T

The output at time t 7T is then

5,~r)= s((r)) / 5 d( = V$(7,S1(t))

Thus, the output at t T of a filter having impulse response /,6(it) given
by Equation (1.1) is precisely the 4 th-order moment of the input on the

interval [0, r .* Decisions based on the measurement of several moments of
different order are equivalent to decisions based on the output of several filters

having the appropriate impulse responses.

Throughout this memorandum, it is assumed that the appropriate time, T , at
which to sample the output of the filter(s) is precisely known; this assumption
is, of eourse, equivalent to the precise specification of the interval of
integration in moment detection.
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In this section, the probability of error in detecting a single pulse by

specifying the temporal moment of any order will be investigated, for the case

where no filter precedes the moment detector and intersymbol interference

(pulse overlap or crowding) is absent. It is assumed throughout this memorandum

that the noise is stationary, additive, white and normal with zero mean.

The process of moment detection in the presence of noise is equivalent to

passing both the signal S(t) and the noise n (t) through the filter shown

in the sketch below.

S n) flOt /(e) given by (1.1) F.4 (') ICA
-W LINEAR FILTER ______________

representing
MOMENT IETECTOR

Thus, the output of the filter at time r due to the signal is

CO

S (t) t A d =MA4 4

and, similarly, the output at time 7" due to the noise is

r
I'(r) = /0 ntW t d t = n

where A46 and -n 4 are the , th-order temporal moments of the

signal and noise, respectively.
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Designating the noise paver density (or, noise power per c.p.se of one-

sided bandwidth) as NO , the variance 6A2 of m,7 (equal to the mean

of m,4, since E - 0 can be expressed as the integral of the nower

density spectrum of c,# Wt) as

(1 N I Y, cf where Hf) - hae

or, by Parseval's theorem,

2 No (1.2)

Substitution of Equation (1.1) in (1.2) yields*

24+!
2 N T (1.3)

"2 2 A I

if

*Equation (1.3) can also be obtained as follows:

r 7

m4~ ~ ~' .. t'O,(-€ r

r L• t't 0,,, (t-a)dt d4
o 0

.,-,' e d 2 7rf - No T d
.22 2

0*

24+

2 2o 7 2 2 A i -

_21 4 a d(
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Since the probability density of the noise is assumed to be gaussian, the

probability density of n4 is also gaussian. If it is assumed that signal

pulse is independent and occurs with probability 1/2, it is easily seen that

lowest probability of decision error occurs if the decision threshold is set

at M 4 "2 . The probability of an error, Pe, is then

m- 2

e-e I C-r Z/v

or, since -. P

Re2 '

where

2• = 2 -I-••r(d5

and the error function is defined by

2 
-

0.

Substituting Equation (1.3) into (1.5) yields

_a41 24-T1 ' (1.6)
2• r A iF A/0 r

Equation (1.4), with Z4  given by (1.6), is the general formula for the
probability of error, which is seen to depend on the signal shape through the

presence of 17 in (1.6).

I
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Consider signal pulses of the form

tz~
S-= i r--- for 0-4 5 -7< (12.O)

(1.7)
0 elsewhere

and let E be the average signal energy per symbol. Then

S"aT,. a•/ + (t , )" (.)
2+ §0 (a4  T a) 2(21,,1) (18

•z"= 2 (2i * 1) E ri9

TTr t/ r 4 ,4 a

o

7 ' 4+ • (1.10)

By subbtituting Equation (1.10) into (1.6), one obtains

(21 (24 4 
(1.1)

from which ZA is maximum when - and

maximum X2'4 0

Then, by Equation (1.4), the corresponding minimum probability of error is

or the same as that obtained with coherent matched filter detection of uncorre-

lated symbols ( /0 = 0 ), such as frequency-shift keying. (See Reference 4
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In fact, the impulse response given by Equation (1.I) is also that of a matched

filter to a signal of the shape given by (1.7) with d - .• It follows that

this signal shape is the optimum for detection by the 4 th moment and (1.12)

gives the lowest possible error rate in detecting any order moment.

Instead of Equation (1.11), z' can also be expressed in terms of the

average signal height. The average signal height is

---
-. I _ _= -y-L aj-t-÷----c- - (1.13)

- ai

Combining this and (1.8),

Substituting in (1.11),

which shows the expected result that for a given value of the

probability of error decreases as T and 1 increase (except that z,

is independent of " ). It must be realized that for constant F increasing

7 , r or both i and 7T will result in increased energy per pulse.

For this reason, it is felt that the perfnrmance of digital systems is more

meaningfully portrayed by the functional dependence of error probability Pe

(which is related to X4  through Equation 1.4) on EI/NO than by the dependence

on 51N where N is the r.m.s. of the noise. The latter approach is, however,

used in Reference I.
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2. Moment Detection of Kiltiple-Pulse Groups

This section will illustrate how to investigate the probability of error

in detecting words containing more than one signal pulse. For simplicity,

only symbols containing two signal pulses (each of duration 70 ) with

duration T - 2T7 will be considered.(The extension to longer pulse

groups is, at least in principal, straightforward.)

Suppose the pulse shape is

s(t) Co - p. io o '< t ! ; 7p(Z o) (2.1)

M 0 elsewhere

Then, by (1.9),

= 12 (2.2)

The 4 th-order signal moment of word (1, 0), corresponding to the presence

of the first pulse and the absence of the second, is

rr
0 0

1 /a7

The 4 th-order signal moment of word (0,1), corresponding to the absence of

the first pulse and the presence of the second, is

A,4 (0, f.

•Af~ t,-!~i (A ie-r~ ÷+ (2.4)
r'=0
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Thus, the expressions for the zero-order and first-order signal moments of the

four possible words are:

F40 (o1) = R, (oo) -

q,,o) - F,(o, 1) = (2_1, •I)Er• /0 TP
M1,(1P ) = % 2 i.E- ý. i

, = T• /2(2i.,)ET,' (• . ) (2.5)

M 0(f) 7- 1, ) E 25mo(1, r) = M-o (1, 0) 4. go (0, f)

r 2(21F'-I) ETP, 0

Let and , be the zero-order and first-order noise moments, These
moments have zero mean and, by (1.3) with T-. 2 TP thA following

variances t

2 V, 7 6 , N-o0 T" (2.6)

We will investigate how the decision as to which signal was most likely to have

been sent is to be made in terms of the observed moments, Mo M0 o + __
and M1 = , *• # In order to do this, and to find the best decision

rule, we must know the joint probability density function (p,%, mi) . The

marginal probabili ty density functions are known to be

p(rn0 )

and
1 . ,•2/(2 e,( 2 )

9•(&77) - /7-i• -' e /
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It is more convenient to have the density functions in the normalized coordinates

Sand - .

6'0 7A/ 0ý (2.7)

6, 2 CN )NTý

Thus, the marginal probability density functions become

S•(2.8)

(2-7-t

If O and m, were statistically independent, their covariance would be

zero and the joint probability density function p ( Y , ? ) in the normalized

coordinates would be o ( 4 ). p ? 7 ) or

27T2

However, the covariance x of ro and r,/ is not zero; in fact, it is

given by

"L4102='7 / In~(") j

/0 / Ur,. E u.E nW n (ez) dtdtM'1

0 0
2 r

2 • , 7- (See also footnu-.e on pg. 5)
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The core'elation coefficient of and 7 (or the normalized covariance of

mo and m, is

'=/-. 2 ¾4~ T (2.9)

So, the random variables and ,, have a strong lirnar dependence and the

joint probability density 7 ( ?, • ) takes the form

2P( ,r/7I-,0,' e (2.10)

where

2 i

The distribution given by Equation (2.10) is seen to be in accord with (2.8) and

(2.9); since it yields

I - 22 X

and

The Joint probability density • ( 4, • ) given by Equation (2.10) is seen

to be symmetric with respect to axes inclined 450 with respect to the 4,
axes.

Let

and- (= #'
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Then

and Y?- (x ,y)
4 ! 2

so that

Q Z t ÷ • + Y 1 ., .

Thus, lines of constant (Z,, •t) or constant Q(x /, •'1) are ellipses with

major and minor axes coincident with the z. and axes. That is, Z1, yt

are independent normally distributed variables with zero mean and unequal

variances.

If we now change the scales of X, and y, such that

Z,= i2(/*A) and Y(/ -) y,

then a (2.12)

and the lines of constant p(z, 9 ) become circles. x, y are now independent

normally distributed variables with zero mean and ea variances.

The transformation from 4, Y to x, i ±s characterized by

I 9i-, (?-V) (2613)

T_ _ - '' x -T F- '"Y 2:4

__ ?__ =_ (2-15)
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Let P be a region in the • , ? plane and R the corresponding region

in the X, y plane. Then the probability that U', Y lie within R

equals the probability that Z, y lie within 2'

P = /<• (4J 1f '?,?: f ) doz9, Cl y

and, by Equations (2.10), (2.12) and (2.15), can be expressed as

P e Y.J d dy (2.16)

For Equations (2.13) and (2.14) become

(4 # ), / = '"-(2.17)
2 2

2ý 1_3T 2ý- =3Y
2 2

(2.18)

I21ý:+1:-:- z+ -f 2 =-7

So far, we have been concerned only with the stochastic variables due to the

noise with £(z, y)= (0,0) . We must now determine Er (Z, ,) from (2.5)
for each of the four nossible transmitted words. On the assumption that these words

are a priori equally probable,the x, y plane is then divided into four

decision regions. It is clear that the lowest probability of error will be

attained if the four regions in the x, plane are chosen such that every

point in region r is closer to the corresponding E.(Z•0,/) than to

Es(;-,y), r ý s . r,s - I, II, III,TV. The decision regions are

readily determined in the X, Y plane and can be mapped to 4 , • and

A 0 , A4f planes by means of Equations (2.18) and (2.7).
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When the signal moments given by Equation (2.5) are also normalized, by

substituting Ro for mo or )R, for rn in (2.7), they become

(0,0) = ( 0) 0 M (27* f)

(0,o) (o,tI) k A-

2 T /1T T;_
,, = xf 2•

When the four points

III (•(o,1),'(o,') ) ,and IV (17 ,,,), , ,

representing, respectively, the expectations of the four possible words (0,0) ,

(1,0) , (0, 1) , and (I,i) in the • • -system are transformed to the y -

system by (2.17), they become

I (z0,0 ), !i(0O))' 1 i(z 1) Y010~)) etc.
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wheret

Z'(0 ) 0 ) 7'(0, 0) =0

01,0) 2 23 1

= 2 ÷f3 2 2+-"

From these coordinates, one obtains the length (in thie z 7 -system) between
points I and IV as

I IV1 =, ( 37 2 + Z 2

- /(2t * I) (/6 * /6( * 7d•) . F*E*=
(-A ) (2+1) N0

2

'' (,*)2(2#1 )2 N

and the length between points II and III as



TECHNICAL MEMORANDUM NO. 1A 17 3 January 1961

II III = (X(0,f) 2'0#,0) (Y(O,,)

No

/3-3-T-).

One also observes that

z ,,<l + ) and 7,,<0) +" an( ,, ) ,

therefore, the two lines, I TV and II 11, bisect each other. Obviously, both
the above lengths are maximum when 0- . For i -0 ,the slope of
line I IV is

, L,, F2• + r 2--' -3 2- ,C3

while the slope of line 1-11 is

Y(0 1.) - Y(/, = / for an" I
7(01) )- 2(110) 2-/-

Thus, since the product of these two slopes is equal to -1, the two lines are
also mutually perpendicular when i - 0 a Consequently, the case with

" - 0 (corresponding to rectangular signal pulses) has the four points
located farthest apart and will have the lowest error rate when the best decision

is made. From now on, we will only consider this case. Then, the lengths 1

and I-III become

I IV 2 and II III 3-
NO N10
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The boundaries of the best decision regions are formed by segments of the per-
pendicular bisectors of lines I III, III IV, IV II, II I, and II III as

indicated in Figure 2.1.

'0

Figure 2.1
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We have been unable to obtain a closed form expression for the probability
of error when the optimum decision regions are used. However, we have obtained
closed form expressions for both an upper and lower bound of this probability.
The results are derived below and plotted in Figure 2.4. It will be noted that
the lower bound corresponds to the error probability obtained with matched
filter detection of uncorrelated binary signals. In this case, each pulse has
a probability of error (Reference 2).

ev 2 (2.*19)

and the probability of a group of two pulses to be in error is
%2

e = (2.20)

Now, consider the hypothetical case shown in Figure 2.2. Here, the decision

regions indicated by the dashed lines are similar to Figure 2.1 but points II
and III have been moved farther apart to II' and III' so as to form a square
with points I and IV. According to Equation (2.16), the probability of a correct
decision for this case is

E (2.21)
2A0 

2

+er= - 1)

and, hence, the probability of error is

iI-P=-(I-O-P,t)'• Pe
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Z1

0

Figure 2.2

Therefore, the probability of error of the actual case shown in Figure 2.1
must be higher than P.,z Next, consider the case shown in Figure 2.3.
Here, the locations of the four points are the samie as in Figure 2.1 but the
boundaries of the decision regions, as indicated by the dashed lines, are
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slightly different from the optimum. Consequentlyr the probability of error,

•, for the boundaries shown in Figure 2.3 mast be higher than that for the

boundaries of Figure 2.1. By (2.16) and (2.21),

0

2 2 ;2f 16'fV) }
Define

2 2- -y 2 - ) (2.22)

Then

= I~~(~1 } i( ~ i}1(2.623)



/ 7 )

u 2.3
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use the boundaries shown in Figure 2.6; a decision circuit for these boundaries

is, of course, considerably easier to build. In computing the probability of

error, Slade,et al, treat 1". and M, as statistically independent. It

is of interest to compare the resrlts obtainable with these boundaries to those

obtainable with the optimum boundaries and to examine the effect of treating

-, and ", as statistically independent.

When mapped to the z, _ plane, the decision boundaries shown in Figure

2.6 appear as the heavy lines shown in Figure 2.7. Let P., be the conditional

probability of error given that either word (0,0) or (1,1) corresponding to

points I and IV was sent. Then

~-= (2-24)

Let ,3 be the conditional probability of error given that either word (1,0)

or (0,1) corresponding to points II and III was sent. We have been unable to

obtain a closed form expression for A . However, we will find an upper

bound, P2, , and a lower bound, P" , for * The lower bound

is obtained by changing the straight line AB to the broken line 1234 and com-

puting the conditional probability of error given that word (0,I) corresponding

to point ITT was sent.* Thus,

2 24

*That the contribution of' the triangular area A 1 C is less than that of triangualar
area C 2 Dis easily seen by comparing the contribution of triangular area A'2'C
to that of area C 2 D and notinp that A'l'C is the mirror image of A 1 C about
the line III Co
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7zl
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Figure 2.6
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0ir3

4
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The upper bound is obtained by considering the line A5234 as the boundary and
again computing the conditional probability of error given that word (oil)
was sent. (The segent 5 to 2 is an arc of a circle with radius f E/
and center at point l-I.) Thus,

0-

4 r J (2.26)

4- 4- 76( +erf

The probability of error PS averaged over all 4 wor('s is

'.= +(, #)
Define

1I

h, 22

Then < P<S

(2027)

where, by (2.2h) to (2.26),

fP ;- E erf-- er/ N- (2.28)
4 NO No A/

E
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-- $--a- e 1 No ------ ) erf 2T 50  (2.29)

and are plotted in Figure 2*4, The probability of error 8 based or the
assumption that mro and Tnt are statistically independent is also plotted
for comparison on Figure 2.4. From Figure 2.6 it is seen that

PS P, 4-(2.30)

wi th

f (2031)

.Pa = 1- 1' ) - 'v -Pa d,

e(2832)

It is interesting to note that

S for > 8db.
0
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On Figure 2.4 the upper and lower bounds to P obtained with the optimum

decision boundaries are also plotted. It will be noted that the difference in

db between the optimum and the simple (Figure 2,6) deoision rules amounts to

approximately 4 db for E/V >12 db. This difference corresponds to about

l00il ratio in error probability at FIN, 13 db and this ratio increases

without limit as El-& is further increased.

I
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3. Effect of a Filter Preceding the Moment Detector

This section will illustrate how the probability of error will be affected
if a filter precedes the moment detector. The filter to be considered has the
simple low pass frequency response

=fW L (3.1)

( W- being the 3 db bandwidth) and, consequently, its impulse response is

I

ht= ? * 2Ytfor ta (3.2)

= 0 for t<O

The variance of m may be written6-: =

t fT'# ( a Cl dit0(3.3)

where r ( -c•) is the noise autocorrelation at the output of the filter.
Since the noise power density spectrum at the filter output is % IH 12

one has

2 l Wno ((3.3)

Substitution of (3.4) Into (3.3) yields
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II

N+ tze'- 7cW (t -)• }, 0.0

Thus, by performing the integrations, one obtains:

2 /IAE- • 2 W -2f'r (3.6= 2IW 7V3' ziwrJ

(3.7)

NI
2.. 27F__ 2. (a3w

* 4_______ ... 1.-~* (2V W T)' -T (2• n P 7

+ 4 (a¢iwr)t e j (3.8)

As WTr - - the variance is asymptotic to the white noise value given by

(1.3). This result is not surprising, sincet on the one hand, if we hold T

fixed and lot v --- o the effect of the filter disappears; on the other

hand, if we hold W/ fixed and let T--e • the effective bandwidth W.

of the filter representing the moment detector (see Section 1) approaches zero.

Since Vo -= {)g Ho ) , and

(0(t)d f~or h~(t) given by (1.1) one obtains W, 74



TECHNICAL IEMORANIJM NO. 1A 33 3 January 1961

For the present application, the most important effect of the filter is to add

an exponential decay to an originally time-limited pulse. By proper choice of
the transmitted signal, however, it is possible to obtain a signal at the output

of the filter of limited duration, Thus, the input signal 5i (t) shown in

Figure 3.1 results in the output signal 3 (t) shown in the same figure.

K AInput Signal, ,S (t)

output sinal,. S(t)

Figure 3.1

Using (3.2) and the relation

one obtains A- --

50,(t) - A ( -e -f )W for 0 4 t .

wA(1ce-2C WO) for 0 t4(76)(3.9)

a Ae 2 7VW&{ý 2e W1Tt) - I7)for (Tt rt~

in 0 elsewhere
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The optimum value of e , i.e., that value of G which results in the lowest
probability of error for a given pulse energy, is a function of peak amplitude

A , filter bandwidth W and symbol duration T s Since the input pulse shape
(Figure 3.1) cannot match the impulse response of the filter-mero-moment detector
combination (except in the limit ab W--wco ), it follows that this system will
have a higher error probability with the filter than without it if rectangular
pulses are used.*

For the case of 6 " 7/2 , it is easily shown that the performance degradation
exceeds 3 db. Uhus,

* average energy per input signal (It can be shown that for Figure 3.1
the average energ per output signal is equal to(E- A

where E is the average energ per input signal.) ,

- B A'- . ,

o~ (1.5) L dr given by (3.6)]

-2TtW 1-Ne
Y. +e--' - wr ,/•-

~VrE/N, (Equal sign for Wr --- w o)

and the probability of error with the filter present is

--L- ( - er z), [By (1 4))
2k

•-2•> _n "IP-.4r

where Pe is the probability rf error without the filter as given by (1.12),
which is valid for zero-order moment detection of unfiltered rectangular signals.
Thus, it is seen that for the same probability of error, the E/AMo ratio for the j
cacc with the filter must be more than twice that for the case without a filter.
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h. Effect of Pulse Overlap (Intersymbol Interference)

When there exists a minimum duration T below which the signal pulse
duration cannot be reduced, higher signalling speeds can be achieved only by
overlapping the pulses such that r< T• , where T is the time between two
adjacent pulses, as well as the interval of moment integration. It is clear
that under these conditions, intersymbol interference is unavoidable. In this
section, the deterioration, as measured by the increase in error probability,
will be investigated for a simple case in which the pulses are triangular in
shape and the decisions are based on zero-order moments in which case closed
form results may be obtained.

*T Interval of integration
of the moment which
detects the presence or
absence of the reference
pulse.

Figure 4.1

The assumed pulse shape and nomenclature are illustrated on Figure 4.1. The
referenre pulse is shown by the heavier solid lines. The origin of t' , the
timo variable which describes the pulse shape, is chosen such that



1EGINICAL MOR&MIRTM NO. 1 36 3 January 19(.

a--r" o t, T -5 A rTA rz> =(4.1)
a -Po r A.l)

S -A) 0 AO f

'here A is the value of when the triangular pulse attains its peak
value, a * The interval of moment integration of duration T starts at

? - 7 .0 The pulses shown by the lighter solid lines are oalled "the
possible preoeding pulses" and are the possible pulses preceding the reference
pulse which cover a portion of the specified interval of monxt integration.
Sirl.arly, the dashed lines show "the possible succeeding pulses". All other

pulses are entirely outside the specified interval of integration and are not
shown in Figure 4.1. Let Np and NS be, respectively, the nmber of all
possible preceding pulse, and all possible succeeding pulses. Thenp Np and

NS are integers satisfying

( (

and

T < Ns 4 7' y T# (4-.3)

respectively.

Let A40  S Mp and Al, be the zero-order moments contributed
respectively by the reference pulse, all possible preceding pulses, and all
possible succeeding pulses. Then, for To - A Tp and To , T > ATp,

'2(/,_0 -( TO, .0.TT)MO- (AT - r-0)- A T-0+ -•T'• Io-'•-
A •(A -7)(2 L 0 -A)f

2A (I-A) Aj7p-T-,yr -2
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' ra- r - T

2

=rp a ro a (•.5)2(T-A) 2 A rp

and, hence, the total contribution of all possible preceding and succeeding

pulses is

A40" M, , MS

A (I- 2A (14.7)

Figure 4,2 is a (hypothetical) sketch of the probability density distribution
oi the observed zeroth moment due to signal on the assumption that the pulses

occur independently with probability 1/Z , It consists of two identical sym-
metric parts, each of which consists of (N + Ne + 1) delta functions of

strength 1/ j 2(NP + N S +1)1 . The location of each delta function corresponds

2

Figure 4s2

One reason for thA nhoice Of trHAngm.ar pnilses for this analysits was that

A4P s M5 are independent of IV , N c with this shape.
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to a particular combination of presence and absence of the reference pulse

and possible preceding and succeeding pulses.

If it is desired to make each decision independently (clearly, succeeding

moments are not independent when overlapping pulses are used), the optimum

threshold is at .• (o + M0 ') . We, therefore, adopt the decisioti rules:

measured value of zeroth moment > 1 ... reference pulse! 0  0 present (4.8)

measured value of zeroth moment <, .( + ) ... reference pulse
0 ( 0  absent

.Since the number of the actual preceding and succeeding pulses may vary from

zero to (Np * N8 ), the moment due to the actual preceding and succeeding
t 1!

pulses may be less than Mo and is designated M0  . ( M is

measured, not Mo .) Thus, with the reference pulse actually present, an

error will be committed when the noise moment, m. , is such that

N0 4 0  +m (HN

or

Similarly, with signal actually absent, an error will be committed when

I I

From the fact that M and (Mo -M 0 ) have the same possible values (which

have been assumed to be equally probable), (4.9) and (4.10) show that the

probability of error is the same when a signal is either actually present

or actually absent. In other words, the probability of error can be cal-

culated as follows: first, by (1.6),

(A4, (MM') '0 (4-2l)• y 7r/° ,
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for each possible M0 • ( Xo will have repeated values if M" has repeated

values); then, by the use of (1.4), the probability of error is

le
4. . 2 I (/-e,. 0  (4.12)

where
1 2 'V *p tVS (4.13)

is the number of possible M or X .

From (4.11) and (4.12) and noting that zero is a possible value of M" ,

one can see that it is desirable to have (A-u j) as high as possible. From

(4.4) and (4.7), one finds that M is a m:mm and Al is ni.ni,,m when

T,- A (7T -T) (14.114)

Therefore, we choose this value for 7 . Then (4.4) and (4.7) yield

CM0 - M" ) - {1 (I (1 - T) (3)

It follows that AM. - 0 ) decreases from 77 to zero as decreases
from I to (/-•) .

If y / (i.e., there is no overlap), 44,' M 0 and one obtains
from (4.15), (4.11) and (4.12) the simple expression for the probability of error

or, since the average signal energy per signal for the present case is

0~ (l-A) r- I o

-4 /N ) (TI?)
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I

For the case with T- = - , and, by (4.1h), T .

(M0 4 1,~) ~ By (4.15)

- - '4 4r,•

47 t2-' N.

e{

4 2A 2 - ~ T

7 I . of. (4 1 a

~ -~ (erf~'/~'2 erFýT~'r

70-(4019)

For the cue _r = 4 1 and t - ,the following

results are obtained:

S" • et' r f 2 e-,.I '2 /r - )V (,•

26 9N.

6 (4.21
+ 2 c-(e e rP '91
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The probabilities of error given by (4.17), (4.19) and (4.21) are plotted

in Figure 4.3 versus £-W expressed in decibels. The effect of overlap

on the error probability is thus made clear. For the cases '/ f it

may be noted that the error probabilities shown in Figure 4.3 are the average

values for all possible situations and that the conditional error probabilities

at high N may be as high as four times for the following two particular

conditions: (a) the reference pulse is present and all possible preceding and

succeeding pulses absent; (b) the reference pulse is absent and all possible

preceding and succeeding pulses present.

It is of interest to compare the resuIts obtained above with those of

Slade, et al (Ref. 1). Slade, et al, investigated the effect of pulse rate

on error probability in detecting output pulses of an ideal low-pass filter

of one-sided bandwidth A' . But they neglected the effect of the filter

on the variance of noise moment so that (1.3) was assumed to hold*. The

output pulses they considered have the shape shown below,

a~re a.

with P so selected that

-/ when I (no pulse overlap)

S(Lý.22)

"when J < ' (with overlap)

N.
ofBy substitutinr for IV (1.3) becomes thc same as Equation (19)
of Ref. I.,
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Their results are expressed in terms of I7 N , where S. is the average

pulse amplitude and N is the r.m.s. of the filtered white Gaussian noise.

IV z is the total noise power at the filter output (or in the bandwidth W

so that it is related to our N. by

N'
No= 77-(4.23)

Our equations (4.16), (4.18) and (4.20) for triangular pulses are readily converted

to correspond to their results by the use of (4.22), (4.23) and a -2So ,

yielding

0 (/-rfV I'T- W) for T (4.24)
2 2 e 12

Re IV' A/ 8 (42

4W

Ne 12 (4.26)
Se"P iý .3or ' 1-

From these, the following table, which corresponds to similar tables in the

reference, is obtained for P - constant n 10-4.
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2 TW Pulse Per Second 20 log -•

100 0 W -2.6

20 1- 4-4

10 1 W 7.4 no pSe

3 W 12.7

W 14.8
2 3 p.uses overlap

1 2 W 26.1

4
The upper part of the table (no pulse overlap) agrees exactly with Table I

of Reference 1. This would be expected, since the probability of error in
detecting zero-order moment does not depend on the pulse shape (it depends

only on 5o ) when the pulses do not overlap. With overlap, however, the

values given in the lower part of the above table are about 3.5
decibels lower than the corresponding values given in Table II of Reference 1.

This rather appreciable difference is probably due in part to the difference
in pulse shape and in part to the choice of F which determines the location

of the interval of moment integration with respect to the pulse shape. (The

manner in which 7. was chosen is not described in Reference 1.)

I
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IV(b) DETECT MEMO NO. 4

Subject: "Optimum Decision Based on Multiple Moment-Detection"

By: T. T. Chang

Consider the problem of deciding which of q possible signals was
actually transmitted when the only available data consist of /a set of n
temporal moments derived from the received waveform which consists of signal
and stationary, additive, white, Gaussian noise.* q distinct signals, all
of equal duration, T, may be transmitted.

The present analysis solves the problem of which decision rule results
in the smallest probability of error if the zeroth, first and second order
momenta are available (the analysis may readily be modified for other order
moments). Since the observed moments constitute the sum of the signal and
noise moments, one may proceed as follows: First, find the joint probability
density distribution of the three noise moments. It is convenient to think
of the distribution of a signal point in three-dimensional (moment) space.
Since the moments are not independent, an orthogonal transformation** is next
performed which yields the probability density of the signal point in inde-
pendent variables; these variables are then normalized to have identical
(Gaussian) distributions. Finally, the decision is made by comparing the
distances in this space, between the point represented by the observed moments
and the q points representing the q sets of moments of the possible words
in the absence of noise.

Without losing any generality, the stationary, additive, white, Gaussian
noise may be assumed to have zero mean.*** Then the noise temporal moment of
any order also has zero mean. Let me, m, and m2 be the zeroth, first and
second order noise moments, all with zere mean. For the analysis, we rned to
evaluate the following quantities.

• Throughout this memo, n = 3 is assumed. The extension to n , 3 can
be carried through in analogous manner.

*- See, e.g., Middleton's "Introduction to Statistical Com•municatiun
Theory," McGraw-Hill 1960, pg. 349.

*':-* If the noise has a given mean different from zero, this mean can
be added to the signal in computing the expected moments of each
word.

1
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A•h Yn[m * • ] kh-~ol/ 2

For h - k, the quantity is the variance or mean square of a,.j for h 0k, .it i
the ooariance of nk and vh, (We avoid the term useoond mo %nt' here, so thawe oan reserve Nmmo nts •'Sr #temporal movientl' Wnye) By definiltion,, the kth
order noise moment

where n(t) is the noise and T is the duration of one word* Thues

r h

Designating the noise power per ape of one-sided speotrm as Na , the auto- 4
oorrelation of the noise is

-2

and

2 k " ÷ ÷ (1)

q
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From this we obtain-

- V 7-

2 23

A/ 70

2 3

-o = =•• (2)

S(3.3

2 30

We now form the matrix

[14=" sao ]•, '•O

Using the elements as given by (2), the determinant oC •U is found to be

(= 2 4 / 30 L

3
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and the inverse matrix of 14, is found to be

4)o •"o/ eot.

4/

where

0 -9O . 7

=3 6
02 (6)

70/", •077

J) =7 - -o o;,

Since the noise is assumed to be Gaussianly distributed, the noise moments
are also Gaussianly distributed and the Joint probability density distribution
of any three noise moments of different orders is a 3-d~imenalonal normnal distri-

NO7

0; aj4
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bution .*Consequently, the distribution of n mi and m2 in the mG', ,2
space is

-/ / e (7)

where

Introducing normalized variables,

27_ 27- 7A
Ny -

S_•, /_zr • •,(9)7.,

N. r

Then the joint distribution of p,.? and .in the • , , space is
?('?a) ot,•, ) .. d.""'

- ~ ~ p(M.0, in., ?n2

*For instance, see J.H. Laning and R. H. Battin "Random Processes in

Automatic Control," 1956, McGraw-Hill Book Company, Sq. (2.13-31) on p. 78.
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or, by (7), (2) and (),

/2 e ' J (10)

where, by (8 , (9) and (6),
~qL 6 441?L -0-e

2 /Z-VT 7 OL 4,VT(13.)

Our next stop is to find a linear transformation

(L being a square

marx(12)4

which transforms (11) to

R = z y AIOA .0 (13)

so that x, y, z are orthogon~lized normal coordinates. The usual way
of obtaining this kind of transformation is to rotate the j, • ,

axes to the principal axes of the central quadric surface represented by (11)
with R equal to any real constant and, then.to change the scales of the
principal axes. In doing this-for the present case, however,

*For method of obtaining the principal axes, see, for instance, F. B. Hildebrand

".Methods of Applied Mathematics," Prentice-Hallj Inc., Article 1.13.

6 4
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fairly cumbersome numerioal computations are encountered, By a method
described in the APPENDIX, the follUwing transformation has been obtained.

'V X

where

The correctness of (14) is readily verified by substituting (14) into
(13) to obtain (11). The Jacobian of the transformation (14) is

r3W,. e, h' = ..42 (16)

as would be expected.* Then, from (10), (13) and (16), the joint distri-
bution of the normalized independent random variables, . , Z and •
in the 4, , space is

(17)

Any transformation (12) satisfying (13) identically for R given by (11)
must have the Jacobian equal to 12 to cancel that factor appearing in
(10), since (17) must be true for such a transformation.

7



1 August 1960 1
DETECT MEMO NO. 4
AF 30(602)-2210

Let the signal moments of any word i among the q possible transmitted
words be andR (i 1 I, 2, ... , .q)j and let the observed moments be
wo, Md "2."Th, I is the aotually transmitted word, we have

;n,,~ p 2A m Afj-A (18)

Substituting (15) in (9), one obtains

where (

IZ 7 w -MAL± (20)

and

' 4, (21)

Substituting (19) in (14), one obtains

I
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,V. (22)

,v
where

_ 1 (23)Y~~~ ~~ .5 -v( ÷s• ÷• u"(

Z =c/(,( .0. 3-) "J u

6, A-•-.-4 -- =2. oý -23 52 497
C, (= -J)

2 44- -(25-)
= 7175 /0

7(5 123/

9
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For an observed set of moments m . ,m1 , v, corresponding to a particular
set of x, y, !, the likelihood or that word is greatest for which

2 2 2
f, -(x'i) +(7'ii +(z- z) (26)

is a minimms. Consequently, the optimum decision rule, in the jenre of
resulting in the lowest probability of error, may be stated as follows.
Designate that signal j as having been sent for which

min I f

Implementation of this decision rule is probably most readily achieved
through the use of a digital computer.

1

10
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APPENDI7

consider the quadratic form of three variables*,

=Al X, ~ 4 #.A,, x 0Ajj
_P (Ajt X, x~#A,3 Y-1 # A,,. ~ g

Lest X1,- Ay, Bp t
(A2)

Then

(A,, A 2 . A,,,9, a 2A,82. A ) )Y," A ,

(A3)

. 2 /A,, AB 4-, A, A le ,, 2 2A,, ('A,8 ÷B J•

setting the coefficients of y2x• and y y2 to zero and the coefficient of

y 2 ' tofunity, one obtains the fd11owifn 2three conditions for determining

A, B9 0( and 1

It is assumed that the coefficients satisfy the conditions:

AII(A 2a 3  A.2 (Aj 3 ) > A 2 A, A.13

A /Z A,2. A1.3 A22 3
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S A13

p=- AA- - A1vA,, A 1,'2

I1 A x 3 (A4

All• -A,- A"/ All )

A13 
A,2 - A2Z

The value of A may be chosen arbitrarily. With conditions (A4)

satisfied, (A3) becomes

,z+A -ý4y # I~XJ (A5)

where

K -- (All ÷ 'A-2 T + 2AIZ "r')A a(6 I (A6)

H=(2A e -2A., 3 )A

12

ii
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I

Let y y 3 be axes which are obtained by rotating the y 1 , x 3 axes through

an aniles about the Y2 axis, where

H --- A

__ e(A7)

0 A

so that

FAT v(,le ,z - A r I (A8)

and (AS) becomes

where

2 2 
(AlO)b•---K + A33-a

Putting

(All)

(09) becomes

13



1 August 1960

DETECT M1O NO. 4
AF 30(602)-2210

From (A2),

Ale-RoeA (A13)

Fo A8),

Combining (All), (A13) and (A14), one finally obtains

(AZ,- Xz,)

AA5

7-Ar AL)L 5 j
IAI

In applying the above results to

R=9412 +36;2

(Al6 )

114
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it is found that the transformation A13 permits a simple geometrio

interpretation if we take

, X A. , (A17)

Then

A,, 36 A.- 2 A, 3 -6 4

A,l= 64 Ali = -/W77 A's = -, (A18)

and conditions (A4) give

(A19)

If we choose A in such a way that

A (Y

we obtain

A-

Hence,

and, by the use of (A17), equations (A13) give

(A20)

15



i August 1960
IETECT WE NO.
AF 30(602)-2210

The geometric interpretation of this transformation in that the 7 0Y 2

axes ar obtained by first inoreasing the soales of the 4 # f aas
b7 •M and A/7 . respeotively, and then rotating these ma about the

axis through an angle j.

Using the values ofR ,B , C ,Aand agdateainedabove one
obtains

K -- 12 V'-/-* [ By (A6))

A 3 Bv (A,7)j

Then, by (A15) and (A17), one obtains equations (14) on page 7.

16 4
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Subject: "Analysis of the Effects of Impulse Noise on Moment Detection"

By: T. T. Chang

INTRODUCTION

By far the major portion of the literature dealing with the effects

of impulse noise on communications systems is concerned with some form of

statistical estimation based on experimental data which is often very volumi-

nous. The reasons for this state of affairs are undoubtedly the analytic dif-

ficulties which are encountered when one attempts to analyze what the effects

of impulse noise on a particular communications system are going to be. This

memo presents the results of an attempt to predict how the performance of a

moment detection system would be affected by impulse noise. In order to carry

the analysis through, it was necessary to make several restrictive assumptions

regarding the nature of the impulse noise as well as of the decision technique.

1. GENERAL DISCUSSION

It is assumed that the impulses are true delta functions which are

spread due to the finite bandwidth of the transmission system, so that the

interfering pulses at the receiver all have the shape h(t) of the impulse
.

response of the transmission system. If the over-all frequency response of

the transmission system can be adequately characterized by the low-pass

function /YI6w) then the unit impulse response is gaven by

It is known that the observed shape of interfering pulses receiv-ed over
the telephone circuits is highly variable, depending on the distance be-
twoen the rccoivcr and the location at which the interference originatco.

-1I -



-0 (•'<O)

where t - 0 designates the "time of arrival" of the pulse at the receiver.

For convenience we will henceforth speak of t C 0 as the occurrence of the

impulse.,)

The temporal moments due to a unit impulse is obtained by integra-

tion of the impulse response weighted by the appropriate time function over

the duration T of a word. The value of the moment thus obtained will depend

on the time of occurrence of the unit impulse relative to the start of the

word, this time increment will be treated as a stochastic variable in the

sequel. Two distinct cases may be distinguished depending on whether the

'.nit impulse which affects a word occurs after or before the beginning of

the word.

(It is clear that any one impulse can occur only during one word but

"may be the last impulse to occur prior to several words. Thus, the probability

of error of adjacent words will not be independent. This dependence of error

probabilities will, however, not be treated analytically.)

Case r will designate that the impulse occurs after the beginning of

the word (obviously since h(t) - 0 for t < 0 the impulse must occur before

the end of the word if it is to affect the moments of that word). Let y

designate the time from the beginning of the word until the occurrence of the

impulse and Mý the corresponding A#L order moment. Then

Y (ze)y h ~de o y~ 7) (1.2)

Case B will designate that the unit impulse which affects the word

occurs prior to the start of the word. In this case, let P be the time

from the impulse to the beginning of the word and Mflf the corresponding

kA order moment. Then

-2



Substituting h(t) as given by (1-.) and changing to the normalized (and non-

dimensional) variables

t y_
S=7- 7= 7--- -

Equations (1.2) ard (1.3) take the form

ifiS Tkj7 (z.#)ke4dr. (oEE/)(1)

•'l=4T (r.-;r dr ( •o) (1.5)

where -(.6)

Taking k as a positive integer,

7n = e rAf)' h•- A! 4-,'- /"•.z 's "

,..,o f -: (kir) +-P7 - (1.8)

Using

=i' ,,= •r_ (-r) ts'

_-•-e£/?)± A!, r• •__i_ (-

,-= (kA-,).!. ,='L -ST. -e(C

*With the understanding that cts. / when ". S' .0 , one may use

- z So-3-



Interchanging the order of summation 2 2 -. ~ and subs tituting
S24 Swo a Ms

I- for (k--) (and then dropping the primes) yields

A. ! I''= I"=

' *S / ,(1.9)

sei rfj'a s2 as fos:

ncn.

= ~(1.12) *

(where the A) ? may be identified with the spacing between impulses. See

Figure 1.) Then the k..t order moment due to all the impulses (I, h, I, .. ,

and IN) which affect the word concerned is equal to

NI

.Tl~P~+2 T~? for Case A (.3

and

Al

for Case B (i.i)

The two cases, A aid B, are illustrated schematically in Figure 1. They are
differentiated by the time of occurrence, with respect to the word, of the

last impulse (indicated by Io) which affects the word. The total range of

'-14-



.u A ... ) 1 0 7 .XO

A2

omI

I I NEXT
II IMPULSE

(TIME/T).-o.112 CASE A (OD

CASE.,.A
AI IjO~a -X o -1i

Figure I

NOTES v IS THE LAST IMPULSE THAT AFFECTS ThE WORD CONCERNED.

X,.>f REQUIRES THAT THE SPACING BETWEEN IMPULSES IS
GREATER THAN THE WORD DURATION.



this "time of occurrence" when normalized (by dividing by the word duration T)

is equal to A. , the nondimensional spacing from 10 to the next impulse.

Since I1 does not affect the word when y / , the range of ? (Case A) is I
0, 1 / !. This leaves o* ;*A.-/ (Case B). Also shown in the sketches on

page 5 are the typical graphs of m and U as functions of ? and5,

respectively.

Le t MA* A be the largest mount by which the kth order moment

may be increased or decreased respectively without causing an error in de-

cision. In general, M A and 0AM. aA" are functions of the particular

word which is transmitted. We further ass=u that the decision logic is such

that an error will occur whenever the received moment differs from the inter-

ference-free moment by more than 0or A (this ass~ption is justified

whenever decisions are based on only these two thresholds). There will be no

error if

<P~ Z <A4 for Case A (1.15)

- . "( ).0.2 .r <.tl for Case B (1.16)

In accordance with Ref. (1) it is assumed that the impulse intensity

I (I may be lop l, 12p 0...., or IN) has a syummtric hyperbolic distribution

such that its probability density is given by

K-I C(1.17)2K Or -c y

where K and C are positive constants.

From (1.17) the probability that I be in the range r-<I<Z is

-/.<Z<Z1] /, , )(X'- dx
2*K



Even for the ca5 j where AZ is a constant, an analysis based

on (1.15) to (1.18) leading to an expression for the probability of error

for any kth order moment is found to be mathematically very cumbersome.

For this reason, further work will be restricted to the cases of zeroth and

first order moments. (It also appears unlikely that if decisions are based

on only one moment, a high order moment would be chosen for this purpose.)

2. ZEROTH ORDER MOMET1

For k EC , Equations (1.9) to (1.12) yield

S '- (2.1)

(2.2)

?fl" = (2o3)

7n e(i4'A (2-4)

Then, by (1.3$) wnd (1.16), there will be no error if

+4e/? < A4+ for case A(25

-fde' </,-M" f-or Case B (2.5)

where

A = (-e-') (2.6)

- 7



Note that A is the contribution to the zeroth order moment due to I,)
12P .... . and INwhen 7=4=O.

LAt o -•.z*-=_M;" ÷ e4 7

I- e-"•"- "• } (2-7)

~. _ _ _ _ _ _ _ __ _ -_ _-

Then, by (2.5), there will be no error if

<1 <I* for Case A (2.8).

Z < z0. for Case B (2.8)3

Let P(c /,d / ) be the conditional probability of being correct for given 4
values of A and AO . If the interference in independent of the in-
formation being transmitted, we may assoae that the beginning of the word in
Uniformly distributed with respept to the last interfering pulse I0. The
probability of event A is then

P (A)- and the probability of event B isAo

() A and the probability densities of and o are

p67 ). I and

S/0
,k@-8-



So that

P(c/t)~ )P (A)PF(C IA) + (B)P(C/1 8)

=~/P(c / ?c~)d,4 0 aJ
o c o A

a A0

~//P1~Z<~)ef~j ~z~X~'~d~/(2.9)

Equation (1.18) may now be substituted into (2.9) to yield

IA4. 4-e J1 ( oc-

+/'A +~A fYe# 4 .&c-ejJ&(2.10)

-9-



Evaluation of integrals of the type appearing in Equation (2.10) is
readily performed by numerical, graphical, or mchine methods, but is tedious

to perform in closed frmm. Neverthiese, it can be done, and the method is 4
outlined in the Appendix.

Exami.ti-n of (2.10) shows P(c/a1,A) to be a function of , .. I, AA,.
C C 'C

Once P&IA A.) is kncwn, the probability of no error P(c) can (in princi-
pal) be found from

P(c) P(C A0 )0 (4) A°) W Ao (2.11)

where p(•A,) is the joint probability density of d bk., • Because
of the lack of data on which to base realistic assumptions, this final step

has not been undertaken except for the limiting case of e4 W CP.

In order to be able to carry through the analysis of an illustrative
example, we assume that the strength of each impulse and the spacing from ýhe
preceding impulse occur independently of the strength and apacing of all other

impulses, with P(1) as given by (1.17) and

/ 4
(A .A4..As ,F As< <(2.12)

S0 , elsewhere

A and A are then independent so that

04)f or A,,<A,4A,

(2.13)
-0 for elsewhere

and, hence, (2.11) becomes

P(c)-V ( F (C/4,A 0)dAejO'4 (2.1-4)

- 10 -



To get a feeling for f (A) , we consider the simplest case

where N a 1 (i.e., there is only one irmpulse, I,, preueding I). For

this case, (2.6) becomes

A = (I- e-L e"-4A, (2.15)

Iro- (2.15):

r= '-;-- Ad

AA

As ea&

---- (2.16)

elsewhere

and

e -a-/ -4K

(r- 4L -j



Then, since L and A are assumed to be independent, we may write either

004

66 =( dr (2.18)

or

(Az)= 4Wp,•AI) oP IMA) , (2.19)
00

Both (2.18) and (2.19), upon us±ng (2.12), (2.16), (2.17) and WJr, m Z•,
yield

/

( /4 0(,)Z (2.20)

where

L. , S . (2.21)

With )v(X,) as given by (1.17), (2,20) yields

- ('k-Asc)W (2.22)

Note that
p ( =o ) - , / ____. -_"__._ K -

S• 
a.(-e'-') ,,-A

Figure 2 is a plot of CA(A) vs. /A//a as given by (2.22) for K - 3, a - 1,

AS-2 and A,.=3.

For K - 3, (2.22) yields
A

0

- / f/ c- Z-..c )-, S 1+

- 12 -
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For K 4 4, (2.22) yields

(0<,A< Z)=I )__ 4 C

+ -Zr-) -. A , (A-•+ -A]

For K * 3,

P(o<bu.oo) 1./',,/ - -
P(O< 1"4 (A ÷ 0LC.

- _ __, __ i(2.23)Z$ - 4 ,T+ .

and this ratio is larger for K > 3. For a- 1, 2 and A 3,

(2.23) gives

P(O <A Z) f*P~o.•A .)".954 for --. ,20
P(OcA -coo) C

For the case where N - 2, one my write (2.6) as

which is similar to the Equation (2.15) for A for the case N 1 1. Where:

By comparing Q with the A given by (2.3)5 one can see tat

or. -! &ceA-s k-1

(. CLO -4 A-/J

-14.. -



Then, since 11 and Q are independent according to our assumptions,

Using (1.17),

(K________ (Dl f/4 C& J K-1

-(, ,:'-" AL'"
(AA. .A)C) /"

or

4A) / ,- ) (- /)_e-

Q+cj' / Je- A

+1• (-c + #,#,+ .)'</ ce"D+•A,
/(e"s •#WQ'' K-1a

+ +lCc)e 15
,..C e - •,%.

__ K- C5 e-,&



Substituting this expression for into (2.20) finally yields for

the present case 4

The above method can be extended to higher N without difficulty, but

the computations become more and more elabcrate as N increases. If c(4)

as computed using Equation (2.25) which is based on N - 2 differs only

slightly from p (A), as computed using Equation (2.20) which in based on

N m 1, one intuitively feels that the P(A) for N - 2 is a reasonable ap-

prox:Lmation for that which would be obtained using larger values of N.

3. FIRST ORDER MOMENT

For k - 1, Equations (1.9) to (1.12) yieldi*

'II,, • T /(3.2)

7- 4t (Az?= 4= *r.34)

*Note that ,ýfl. is not maximumn at ~3m0. In fact, it is maximum at
where •i= •log (I +a). Substituting (/- v' ) for (, 1)
becomes

-7'/4)#~

so that flZ. is obviously maximum when 0.

- 16 -



Thon, by (1.15) and (1.16), there will be no error i.f

-- M- •,* )"/ for Case A

(i)i~'9e < M, for Case B (3.5)B

where too O(# AZ) 4~ (3-6)

Note that the relation between 0 given by (3.6) and A given by (2.6) is

and that * is the contribution to the first order moment due to 1I1 I2"..)..
and IN when 7 - - 0. Let

I+ _ -uee • • ___ ____

9 r r (.
.T" 7-- /,-(,,.4)e.4 - 5 7" 1 -(/÷.j 4 4 g,

Then, F~uation (2.9) applies to the present case with I t and It as given

(3.7) and plots of P(lAA ) vs. I- for various desired A: , K and
can be obtained by numerical or graphical integr•.tions.

To obtain closed-form e•pressions of this probability for tiri present

case is more involved than for the previous case, and has not been abtempted,

- 17 -



4. LIMITING CASE OF W.-

For the limiting case where W. m 00 p we have AaO and there will 4
be no error for Case B. There will also be no error for Case A if the moment

due to 10 lies between -M" and 14 or

Consequently, we have

or, by using (1.18),

Ac O ) = d )/ - j{ -P 0 A0 ( 1

where6

A = I7.

Let

-(4.1)

Then we may write

S= XX + 1 (4.-2)

where

- 18 -



For 0 =,

K-' K -1I "°.06 (4-; . C€5)

For A> 0 and K an integr > 2j, the values of Z+#Kand XKmay be

compxted by ulsing the relation*

y . /- ? k 0/' ,,

to fpo

*In using the relation, one iuua, use '7 ( ].,.

- 19 -



= *- '• / )__

2A

S4 (B A + /i' ,.

'k / A k0 /j 2 A (
A+/ +/o AA.+# A

Using

/B/ ,Mi, t#=/' 4•

and

one obtains

8;+

74sI#44#5) - 84
BII

4

- 20 -



and

4P , _ -0-,,

A (fT/e.1348, -0 t7) Str,./

The probability of no error for the present case is

or, by (4.1),

P (c:)--J (1.- 2J-0
1 kK ) , cA,) a'A0  (h,.n)

where As and AC are the possible smallest -and largest values of AO
(Since we assumed that the spacing between impulses is greater than the word

duration, A > 1.) If ve assume

SI

-- 0 for elsewhere

then (4.11) yields

A#K 2(A1 -Ar AS

-21. -



To illustrate the application of the above results, we consider the

on-off binary case where ...

,0/4>+ d A 7,"-)) T..T---.

T7A for one symbol

and Al and P4 are interchanged for the other symbol. Since K. 0 for
.0~ ~~ fo w ~ and 1 . o

AV K ýAK XA;~
we have for the present

x-rAK 2A XA Z4K~~

in which the values of BA to be used for o-mputing K are, by 8 -

AlA 4c ) T 4- 4 =8 mj K

Then by using (4.5), (4.9) and (4,10) one obtnais:

(B+/2) (4-12I!

and

-22 -



4, (78, ÷27)

4,L--(4 0,3) " "

where

The Table shown hereunder compares the values of < as given by (4.12),
(4.13), or (4.14) for six different combinations of k and K at various B.
This table shows higher order moment detection superior to zeroth order moment
detection only when

Ar<=

VALUES OF 'lK

"B AT k.o ,-1 k-• k-c k-i 1cu2
Bo re A | i k ...

o 1 1 1 1 1 1
1/2 .J44 .3953 .3469 .2963 .2729 .2499

1 e..00 .2347 .2181 .1250 .1299 .1320
2 .-. 111 .1137 .11148 .03704 .04556 .05348
4 .L.000, .04481 .04951 .0o8ooo .01165 .01597

20 )2268 .002887 .000108 .000199
100 000980 .0001294 .0ooooo97 .00000190
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APPENDIX

Method of Evaluation of P(c/i,• Ao).

In this Appendix a method of evaluating P(cIA 0A) in closed

form will be indicated.

Let

F(M,+ A)f M:-e / c-ce 4 .

t•÷-Ae 4V -(lAi÷, e'?/,c-ce"? a,

÷f+ (Al)

Then (2.10) becomes

and it is required to express F(M:, ), as given by (Al), in closed form.*

Due to the presence of wz* ' /and /AI"e*#.4 / in the

integrals appearing in (Al), F( Ma, A ) takes a different form for each of

the folloing four ranges of A

A A,/ 5 + e""

,w.e • 4 % ."••0
C4 m *A4 e~coI

For the first range:

Notethat F(00 ,)F(- 0 ,-A ) 0

-25



Fer the second ranges

For the third range:

M,~ ~ ~ O..e 0- m A6 eA

For the fourth range:
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To illustrate the procedure in further detail, we will only consider the

second range. For %his range, M 4?e A ,o , we have

m 0/7
p.XA -4.4i

+- c-ce M"- (÷C)

or

zC0 ( e- -• ~)_'d

The integrals appearing in (13), and in similar expressions for other

ranges, can be integrated by change of variable (namely, m•- A- and

dx _L.dr) if K is an integer. Thus, for K - 3 or 4 one obt&ais,
respectively,

AA4
-,- 27 6-,") (A4
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IV (d) DETECT MEM0 NO. 14

Subject: "Exverimental Investigation of Moment Detection"

By: Ned B. Smith

ABSTRACT

Moment detection is a teohnique which may be used to "detect"

information expressed in pulse cod.e for. An obvious application is
the decoding of pulse code groups used in binary data transmission.
This memo describes the experimental evaluati(n of moment detection as
used with a binary data transmission system. Only a limited amount of
data was obtained since early tests indicated that moment detectionj to
be used successfully, would require such complicated equipment as to
make this technique totally unsuitable for use in a practical communi-

cations system.



1, INMODUCTION

In digital data transmission one is interested in the detection of

information expressed in pulse code form. Moment detection can bg used to

determine the absence or presence and the position of a pulse or series of

pulse!,

As indicated in Ref. 3, a simple pulse code group of 5 pulses occu-

pying T seconds may be uniquely specified by the first three temporal moments

which are defined as follows.

7r
M v V(t) dt

M/ /- tz,-r(t) dt

Y=4, t~ 2 v(O dt4

Table I gives the first 3 mcments for each of the 32 possible code
groups which can be formed from a 5-digit binary code utilizing 5 equal-
width, constant amplitude spaces which may r." may not be filled with rect-
angular pulses. Referring to this table, it will be noted that only the

second-order moment is needed to specify any code group. Further, except
in six instances, the combinations of zero and first-order moments are suf-
ficient to specify any of the code groups. The theoretically best manner
of utilizing these redundant data is discussed in Appendices IVa and b.

Conceptually, the temporal moments may be most easily computed by
multiplying the given function and the required power of time and integra-

ting the product. Unfortunately, most of the known schemes of "electronic
multiplication" are rather complex as well as frequency-limited and, after
a brief investigation of this method of obtaining the temporal moments, it

was dtccarded in favor of the iterated integration method described in
Ref. 1.
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TABLE

LEVEL CODE Ho m41  
42 X 3

0 0 0 0

| m 1 0.5 I

2 1.5 7

3 i 2 2.0 8

u . . I 2.5 19

5 • L * 2 3.0 20

6 * . 2 o.0 26

7 3 4.5 27

8 I 3.6 37

9 J3I 2 ,4.0 36

to k 2 5.o 44•

12 2 6.0 56

13 3 6.1 67

14 3 7.5 63

15 4 8.0 64

16 1 I 4.5 61

17 . . 2 1.0 62

Is 2 6.0 68

19 3 6.5 69

21 in l~b S1

22 3 8.11 87

23 4 9.0 as

24 ....... i 2 8.0 96

2b 3 8.b 99

26 3 9.b I0o

?1 .\\\ 10 106

29 MAOMi 4 us1

I20 1211
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The zero-order moment, which is simply the area under the waveform,

requires only one integrator, thus

r

Mo 0  -V (t) "dt

The first and second temporal moments may be calculated from defi-

nite integrals by integration by parts.

r t
MI= " t)dt - 2r(?) dr dt

Jo o o
r ]

M2 -V d t- 2rl tL (r)

21-, "(&z) d u dr cit

It should be noted that moment computation by this method is not
without attendant difficulties since it may require the subtraction of

very large values to obtain a comnaratively small answer.

For example, consider the iterated integration method in obtaining

the second moment of the word 5.

If T 5 5 and the amplitude of v(t) is 1, then the waveform corres-

ponding to this word is

i, oý t <

0, elsewhere

I



and the second moment is found from

M2 (z"S 25 { + dt d rd t

t+ O.-/ 0• /0 d

, 
I 

-t-

0 0 0

-where A(t) = { (t-2), 2 g t < 3

3 53

50 - Io0 t dt d [t ÷(t -2)] lt t

5 tt+

+2 h(,r) dr dt

0 0

5

50-o10 1 + - +2 9(t) dt2 2
0



2 0t
2'

I _ t < 2

where 9(t) =2

.3 (t-2); 2 • t • 3

2- + (t- ) + 2 5 t

3 2 2(t-3), -3 . t < 5

2 'ldt
= -" 70 +2 -- t- * (t- dt ] d'(t-2>. (t i 2-

12 2

+/ [3 1- (t -3)]1 dt

= 5o- 7o, 217--J °-"

Similrlyfor the word "1,"1 the waveform of which is vl(t) {O•, 0 _z wh< l

the second moment is found from MN(vI) = - 45+ 6 -_

33 3 1

The primary purpose of this investigation was to determine the

error probability attainable with moment detection used with a practical

remote binary data transmission system using conventional telephone line

transmission bandwidths. Probability of error was determined as system

parameters were varied, including, received signal-to-thermal noise, signal-

to-impulse noise, transmission line bandwidth, and signaling speeds. Since

I



it was obviously impractical to test all combinations of pulse code groups

and system parameters because of the tremendous amount of data reduction

which would be required, only a set of representative words and varable

system parameters were used. The scope of these tests was thus I znited to

what seemed practical from a data reduction standpoint and still yield suf-

ficient test data for an evaluation of the expected system performance using

moment detection.

II. EXPERIMENTAL APPROACH

The experimental approach taken in the evaluation of the performance

of moment detection was as follows:

a.. Record thermal noise and impulse noise on magnetic tape.

2. Generate coded signals with noise added from the magnetic tape.

3. Transmit the composite signal (noise plus signal) by FSK over a

simulated telephone line,

L. Compute the three moments of eac'h word, using the unfiltered de-

tected output of the FSK Receiver as the input to the moment com-

puter.

5. Record the moments on a magnetic tape and slow down the magnetic

tape 32 rl besause of the limitations of the ddgitizing- equipment

used.

6. Digitize the analog moment outputs of the slowed-down magnetic tape

by an analog-to-digital converter and record on digital paper tape.

7. Transfer the d. tized moment data on the paper tape to IBM cards

in the 704 compv'ter format.

8. Compute the er . probability on the IBM 704 computer.

The -unfiltered outj was used because moment detection inherently per-
forms a low-pass fi 'ing action and it was desired to avoid phase
shifts due to an adG- n•' 'ow-pass filter. However, it was noted that
uso of the filteredi in.. ijad of the unfi!.tered output did not result in
an observable change in the performance of the moment computer.



III. EQUIF•NT DESCRIPTION 4
A. General

Figure 1 is a datailecd block diagram of the digital data transmis-

sion system ond evaluator assembled to investigate moment detection experi-

mentally. Figures 2 and 3 are photographs of the experimental equipment

which was used.

The equipment consisted of a thermal noise generator, an impulse

noise generator, and a clock generator wnose outputs were recorded on three

channels of an Ampex tape recorder. A series of master tapes were made,

using these three inputs, in order that repetitive tests could be made under

almost. identical conditions of words, thermal noise and impulse noise. The

clock generator, impulse noise generator and thermal noise generator were

used only to make the master tapes. The recorded clock pulses were fed to

the encoder which -onsists of a word and synchronizing generator capable of

repetitively generating any seledýted one of the 32 possible words of a 5-bit

binary code. The output. of the word generator wag fed to an FSK modulator

(Model 3000 Tele .Slgnal ) which was u-sed to convert the binary input data to

frequency shift-keyed signals suitnble for remo6e data transmission. The

output of the F-SK modulator was then fed to a simulated telephone line which

consiste-d of variable filterr. The impulse noise and thermal noise channels

of the master tape were also used as inputs to the sizulsfad telephone line.

The zomposit-c iig-.l output of the telephone line (FSK signals plus thermal

and irpulse ioise) was then fed to the FSK demodulator (Model 3000 Tele-Sig-

nal). The unfiltered discriminator outpit of the FSK demodulator (receiver)

was then fed to the ix-put of the moment computer.* Synchronizing signals re-

quired by the moment cornpotor were obtained directly from the synchronizing

generator. The three momnent outputs of the computer, together with the syn-

chronizinf7 ,31gnals, were then recorded on an Ampex FR-10O FM tape recorder.

The recorded moments were next digitized by means of an Epsco analog-to-

digital converter, the output of which was recorded on paper tape by means

See Footnote, pare 6.
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of a Tally punch. Since the Tally digital paper tape punch was incapable of

operating in real time, the tape containing the three recorded moments was

"slowed down" 32:1. The digital paper tape was then used to prepare the IBM
cards that were used to introduce the data into the IBM 704 computer where

the error probability was computed.

Since a comnarison of FSK nerformance with that of moment detection

was desired, the filtered outnut of the FSK discriminator was fed in the

normal fashion to the transistor switch, which is a part of the FSK receiver.

The output of the FSK transistor switch, together with the output of the word

generator, were then used as inputs to an error comparator and the number of

bit errors were recorded on a Hewlett-Packard 522B counter. The number of

words sent during each run was recorded by another H-P 522B counter. The
probability of bit error for each run was then computed as one-fifth of the

ratio of these counts.

B. Detailed Description of the Equipment

1. Thermal Noise Generator

SA General Radio 1390B Random Noise Generator was used as a source of

thermal noise. This uses a gas tube as a noise source and has an "essentially

Gaussian"* output when used in the 20 kc/s bandwidth position.

Figure L is a photograph of the waveform at the output of the telephone
filter when it is driven by the thermal noise generaterj Figure 5 of the output

of the FSK transmitter with a steady space input, and Figure 6 o± 'he combined

thermal noise and FSK signal at the output of the simulated telephone line.

2. Impulse Generator-

Figure 7 is a block diagram of the impulse noise generator used. The

design of the impulse generator was based, in part, on the data presented by

Mertz in Reference 2.

The impulse generator consists of a pulse generator controlled by a

See General Radio Catalog for qualification of "essentially Gaussian."

4



FIGURF.

OUTPUT OF FILTER DRIVEN
WITH THERMAL NOISE

FIGURE 5

OUTPUT FSK TRANSMITTER,

STEADY SPACE INPUT

FIGURE 6

COMBINED THERMAL NOISE
AND FSK SIGNAL AT TELEPHONE

LINE OUTPUT
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FIGURE 8

FSK SIGNAL (STEADY SPACE INPUT)

AT TELEPHONE LINE OUTPUT

FIGURE 9

IMPULSE BURST AT
TELEPHONE LINE OUTPUT

. .FIGURE 10

COMBINED FSK SIGNAL AND
IMPULSE BURST AT TELEPHONE
LINE OUTPUT



random noise source. The output pulses were shaped and then fed to a gate. 4
The gate duration was varied randomly by another controlling noise source.

Provision was made in the design of the impulse generator to vary

the frequency and duration of the bursts by adjusting the output of the con-

trolling noise generators. Figure 8 is a photograph of the signal output

from the telephone line filter with a steady space. Figure 9 shows a burst

from the impulse generator, and Figure 10 shows the combined signal and im-

pulse burst at the output of the filter. It should be noted that Figure 10

is a photograph of the combined signal and an impulse burst which is not the

same impulse burst pictured in Figure 9.

3. Clock

A Hewlett-Packard Model 212A pulse generator was used as a source nf

clock pulses. The clock pulses were used for basic timing of all digital and

control operations.

4. Master Control Tapes

A series of master control magnetic tapes were prepared using the 4
outputs of the clock, thermal noise generator and impulse noise generator

as inputs to three of the tracks.

These tapes were then used as sources of clock pulses, thermal noise

and impulse noise for all of the test runs made in evaluating moment detection

and FSK performance. These master control tapes were used to reduce the pos-

sibilities of variations of input conditions between runs which were to be

made under similar input conditions. For instance, this permitted one to

evaluate the effects of changing bandwidth while maintaining the same signals

and noise.

5. Word and Synchronizing Generator

Figure 11 is a block diagram of the word and synchronizing generator.

The word generator was used for the selective generation of any one of the 32

words. The word generator consisted of an eight-stage serial shift register.

Write switches were used to permit the introduction of any one of the 3, pos-

sible words into the register.

I1
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The synchronizinr enerntor was used to control operations which

occur at word rate. The v.%nichronizing- generator was also an eight-stage

serial shift register. The outputs of' the synchronizing generator were used

to control both the transmittinf- and receiving digital logic equipment.

Figures 12, 13 and lh are photographs of the waveforms of the words

1, 2 and 5 respectively, existing at the output of the word generator.*

FIGURE 12

WORD I AT OUTPUT
OF WORD GLNERATOR

FIGURE 13

WORD 2 AT OUTPUT

OF WORD GENERATOR

FIGURE I14

WORD 5 AT OUTPUT
OF WORD GENERATOR

6. Modulator and Dvmou]ator (Transmitter and Receiver)

A Tele-Signal Corporatjion. t'odei 3000, VSK High Speed Digital Ter-

minal set was used Loth as a riu]2;: tor and demodulator. The modulator was

used as supplied by the nanu',•c:,urer. Mhe unfiltered output of the fre-

iuency discriminator output of the rceiver was used as the signal input to

the moment computer.

Refer to Section I.°,.'?. 1nd 'i, LIM ;A' for an explanation of the eight
-paces allocated f'or (a.nc'-,1! word as; shown in ligures 1?, 13 and 14. I
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7. Simulated Telephone Line

Figure 15 is a block diagram of the variable filter used to simulate

the transmission characteristics of various commercial telephone lines. The

filter was divided into three parts, one section consisting of additive

mixers to permit variable signal degradation, the second section having vari-

able attenuation characteristics, as shown in Figure 16, and the third section

having variable envelope delay characteristics, as shown in Figure 17. 11e

attenuation section consisted of low and high-pass sections having variable

cut-off frequencies. The envelope delay section consisted of all pass sections

which permitted control of phase characteristics. The signal degradation sec-

tion consisted of two signal-plus-noise mixers of the conventional resistive
matrix type. Amplifiers were used to restore the signal to its original ampli-

tude. The thermal noise and impulse noise signals obtained from the master

tapes, together with the input signal obtained from the output of the FSK
modulator, were used as inputs to the signal-plus-noise mixers. Controls per-

mitted the adjustment of the signial-to-thermal-noise and signal-to-impulse-

noise ratios over a wide ranges.

8. Demodulator

The demodulator was part of the equipment discussed in Item 6.

Figure 18, 19 and 20 are photographs of the waveforms of the words
1, 2 and 5 respectively, taken at the output of the BSK receiver (demodulator)

discriminator with the FSK filter connected and the simulated telephone line

in its nominal condition. Figures 21, 22 and 23 are the waveforms obtained
with the FSK filter disconnected. Figures 24, 25 and 26 are photographs of

the waveforms of the worda 1, 2 and • with the FSK filter disconnected and

thermal noise added.

9. Moment Computer

Figure 27 is a block diag3 of the moment computer. The design fol-

lows closely the technique descr : in Ref. 1. The three moments were com-

puted by means of the iterated in -- ration scheme previously described.

Figure 28 is a timing chart of tht nuts to the computer. It will be noted
that three blank apaces existed aftt; ; word, i.a., an eight-bit word was

actually used instead of a five-bit word and the last three bits of each word

were) always "0". This was done to permit resetting the computer after each
computation.

- 19 -
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FIGURE 18

DISCRIMINATOR OUTPUT,

WORD I

FIGURE 19

DISCRIMINATOR OUTPUT,
WORD 2

FIGURE 20

DISCRIMINATOR OUTPUT,
WORD 5
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FIGURE 21

DISCRIMINATOR OUTPUT,
FSK FILTER DISCONNECTED
WORD I

FIGURE 22

DISCRIMINATOR OUTPUT,
FSK FILTER DISCONNECTED,
WORD 2

FIGURE 23

DISCRIMINATOR OUTPUT,
FSK FILTER DISCONNECTED,
WORD 5

FIGURE 214

FSK DISCRIMINATOR OUTPUT,
WORD I PLUS THERMAL NOISE,
FSK FILTER DISCONNECTED

FIGURE 25

FSK DISCRIMINATOR OUTPUT,
WORD 2 PLUS THERMAL NOISE,
FSK FILTER DISCONNECTED

FIGURE 26

FSK DISCRIMINATOR OUTPUT,
WORD 5 PLUS THERMAL NOISE,
FSK FILTER DISCONNECTED

2
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-* ~ ~ M- 3 SE C.

CLOCK L..jL...L1I.I....L.. 1..L.1J... 1...L1....1...1..J..1 . 1000 PPS

SYNC. I 1 I 126 PPS

WORD Lý!! I - mK 11 1 ý

INTERA1O 8 SEC.-1'---O SEC. PULSE-

0DISCHARGE II

I N P U T T O 
.....BATES #1

5 M SEC.
INPUT TO
GATES #2

MOMENT
READ TIME

4-5.3 M SEC.--I I'q-0.3 M SEC.
SAMPLE "0"
MOMENTR

1-5. 9 M SEC. -4~104-. 0. 3 M SEC.
SAMPLE "I"
MOMENTAn

* 6. 5 M SEC. -4110 k'1-O .3 14 SEC.
SAMPLE "2" i

FIGURE 28 TIMING CHART, MOMENT DETECTION

P6I



Figure 29 is a photograph ta•ken of the waveform of the word 31 (bass

band) at the input to th, computer. Figure 30 was taken at the input to the

first integrator. Figure 31 was taken at the output of the first integrator

(Mo ).

Figure 32 shows the 1I input to the M1 adder; Figure 33 shows the 12

input to the 14 adder and 1"igure 3h shows the sum of I1 and 1 at the output

of the M adder. This waveform attains a value proportional to the Uirst

moment I at time t - T.

Fifure 3ý shows the I input to the 12 adder; Figue 36 shows the 12

input to the M12 adder; Fil-ure 37 shows the 13 input to the M2 adder, and

Figure 38 the sum of 1l + 12 13 at the output of the M2 adder. This wave-

form attains a value proportional to M2 at time t a T.

FIGURE 29

INPUT TO COMPUTER,
WORD 3I

S~F IGURE 30

INPUTE TO IST INTEGRATOR,

WORD 31

FIGURE 31

OUTPUT, IST INTEGRATOR,
WORD 3I
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FIGURE 32

IST INTEGRATOR INPUT
TO M, ADDER,
WORD 31

2ND INTEGRATOR INPUT

TO MI ADDER,
WORD 31

FIGURE S3

SUM, IST AND 2NO INTEGRATORS
AT OUTPUT, MI ADDER,
WORD 31

I2
- 28 -



FIGURE 36

IST INTEGRATOR INPUT

TO 42 ADDER,
WORD 31

FIGURE 36

2ND INTEGRATOR INPUT
TO M2 ADDER,
WORD 31

FIGURE 37

3RD INTEGRATOR INPUT
TO M2 ADDER,
WORD 31

- FIGURE 38

SUM IST, 2ND AND 3RD

INTEGRATORS AT OUTPUT

OF M2 ADDER, WORD 31

- 29 -



10. Error Rate Evaluation, Moment Detection

An Anpex FR-lO0 FM magnetic tape recorder was used to record the

three analog outputs of the moment computer plus a synchronizing signal to

indicate correct sampling time. The analog outputs of the tape recorder

were then digitized by an Ep3co analog-to-digital converter and then re-

corded on digital-punched paper tape. The digital-punched paper tape data

were then transferred to IBM input format on punched cards and finally the

data were evaluated by an IBM 704 computer.

11. Error Rate Evaluation, FSK Equipment

The filtered output of the FSK demodulator was fed to the FSK tran-

sistor switch. The outputs of the FSK transistor switch and the output of

the word generator were then used as inputs to an error comparator. Word

count and FSK error bit count were made by two H-P 522B counters.

IV. TEST PROCEDURES

A. Selection of Test Conditions

As pointed out in the introduction, it was necessary to limit the

number of combinations of system paoameters used in order to reduce the data

reduction task to reasonable proportions. It was therefore decided to select

a set of nominal parameter values and to investigate the sensitivity of the

error probability to deviations from these values.

1. Words

A physical three-dimenaional model (Figure 39), representing all 32

possible 5-bit words in the orthonormalized three space in which variations
of the output due to white Gaussian noise have a normal three-dimensional

spherical distribution (refer to Appendix IV.b), was constructed. It was found

that in this space there exists zero point symmetry so that only 16 words need

be considered. The distances between every word and all other words was tabu-

lated and three words, viz., 1, 2 and 5, were selected as being representative

of the set.

2. Signal-to-Thermal-Noise Ratios and Signal-to-Impulse-Noise Ratios

These ratios were selected on the basis of bit-for-bit FSK error com-

parisons with a criterion of at least ten errors in 20 seconds of real time.

- 30 -
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FIGURE 39 MODEL OF 32 POSSIBLE 5 WORDS
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(At much lower error rates an unreasonable amount of time would be required I
for the experiment and for reduction of the data.)

3. Signaling Speed

A 1000-bits/second, 125-words/second nomi.,.7 rate was selected on the

basis of reasonable FSK (Model 3000 Tele-Signal) equipment performance. If a

signal of alternate "0's" and 'Ills" is sent at this rate through the nominal

telephone line filter, the output of the discriminator approximates a 500-cps

sine wave.

4. Telephone Line Bandwidth and Envelope Delay

Reference to Figures 16 and 17, and Ref. 1, shows that the band-pass

and envelope delay characteristics obtained with the corresponding control-

ling switches set at positions 2 are about half-way between the minimum and

maximum bandwidths and envelope delays of 90% of the telephone lines in the

United States.

Nominal settings of the simulated telephone line as used in these

tests were those obtained with all controlling switches except the low pass 4
in switch positions 2. Nominal setting of the low-pass switch was at position

3 (highest cut-off frequency) to avoid severe amplitude differences between

mark and space frequencies at the input of the FSK receiver.

5. Moment Computer Integration Time,
Discharge Pulse Timings and Gate Positions

Adjustments were made for bast computer performance under nominal con-

ditions. These adjustments were not changed except when the signaling speeds

were altered during the tests.

6. Sychronizing

Since an evaluation of synchronization was not of interest rer tc,

',' in o•ricr to avoid additional com,'1.e.iLy, similIc c-l c:nal ,

chronization was used to synchronize the morent computer. It should be noted

that the same external synchronization system was used with the FSK error

comparator for determining FSK bit error rates.

4



"B. Master Tape Recordings

A series of master tapes were made on an Ampex, Model S 3449 magnetic

tape recorder. Clock pulses, thermal noise and impulse noise were recorded,
each on a separate channel of the tape. During the tests, the clock generator,

thermal noise generator, and impulse noise generator were replaced by the
three outputs of the tape recorder to insure similar inputs to the equipment
during repetitive runs (e.g., same thermal noise and impulse noise for each
word 1, 2 and 5).

C. Initial Tests (base band only)

In order to check performance of the computer against mathematically

predicted results at various signal energy/thermal noise power density (E/N )
ratios, preliminary base band tests were made.

V. TEST RESULTS

A. Base Band Tests

Figure 40 is a plot of the probability of error vs. signal energy/
thermal noise power density. Only the zero-order moment was recorded and
only words 0 and 31 were sent. The theoretical curve of error probability
vs. E/N0 is also shown on this figure and is seen to be in good agreement

with the experimental points.

B. Exerimental Error Probability of the FSK Equipment

Figure 41 is a plot of the probability of bit error vs. signal
energy/thermal noise power density I.r the words 1, 2 and 5. For purposes

of comparison, the theoretical curve for a wide deviation noncoherent FSK

system operating in the presence of additive white Gaussian noise is also
shown. In this case the probability of e rror is given by P6  6e/2No
(Ref. 4). It is to be noted that this equation can not be expected to de-

scribe the performance of the experimental equipment for several reasons,
e.g., the restricted bandwidth of the telephone line filters, narrow de-
viati.on FSK, use of a discriminator rather than two matched filters. As
will be discussed later, the FSK equipment showed a variatiun in mark and
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space output levels, depending on the particular word sent. It is believed

that the denendence of error Drobability on the transmitted word which is

annarent in Figure 41, is related to this Dhenomenon.

Figure 42 is a plot of the probability of error vs. signal ampli-

tude/impulse amplitude at the input to the simulated telephone line. The

impulses which were used were essentially rectangular and of 2-,Aaec. dura-

tion. No errors were observed when the signal-to-impulse noise amplitude

ratio was -16 db. The curves in the lower right region of Figure 42 have

therefore been extrapolated and are shown dashed.

Table 2 shows the error probability obtained as the high-pass and

low-pass cut-off characteristics were varied with a signal energy/thermal

noise power density ratio of 15 db at the input to the telephone line filter.

Table 3 was obtained under the same conditions as Table 2 except

impulse noise was fed to the input of the filter at a signal-to-impulse

amplitude ratio of -21.4 db. (The rms signal was .08 volts and the peak im-

pulse level was 1-1/3 volts.) Again, the high-pass and low-pass cut-off fre- 4
quencies of the simulated telephone line were varied.

Table 4 was obtained with the filter at nominal settings and a signal

energy/thermal noise power density of 15 db and a signal-to-impulse amplitude

ratio of -21.4 db at the input to the filter.

Figure 43 is a plot of error probability vs. average impulse spacing

at a constant ,21.4 db signal-to-input amplitude ratio at the input to the

simulated telephone line.

C. Experimental Error Probability of the Moment Detector Equipment

Figure 44 shows the measured word error probability obtained by means

of moment detection plotted versus the ratio of signal energy/thermal noise

power density (E/N0 ,. On this figure, upper and lower bounds of the word

error probability obtained by the FSK equipment are also shown. The upper

bound is obtained on the assumption that there occurs only one bit error per

word in error. Since each word contains 5 bits, it is seen that the proba-

bility of word error is then 5 times the measured probability of bit error.
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I
TABLE 2

FSK SIT 'ERRDR PROBABILITY' AS A FUNCTION OF LINE FILTER HIGH PASS CUT OFF FREQUENCY WITH
LOW PASS CUT OFF AT 2.2 K.C.S. (3 6b), SIGNAL FNEROYITHERMAL NOISE POWER DENSITY • I6 db
(SEE FIG. 15)

"NION PASS ERROR OROBABILITY
CUT OFF, C.P.S. -

(At S db) WORD = WORD 2 WORD 5

0 0.0070 0.00695 0.0061

loS 0.0032 O.Q"217 0.0046

ISO 0.05s 0.010 0.160

280 0.095 0.101 0.212

FSR BIT 'ERROR PROBABILITY' AS A FUNCTION OF LINE FILTER LOW PASS CUT OFF FREQUENCY WITH
HIGH PASS CUT OFF AT l145 C.P.S. (3 db). SIGNAL ENERGY/THERMAL NOISE POWER DENSITY * 15 db
(SEE Fla. IS) LOW PASS ERROR PROBABILITY

CUT OFF, E.C.S.
(AT 3db) WORD I WORD 2 WORD 5

S• _�0.0053 0.0047 0.0087

2.10 .0032 0.0030 0.0062

3.06 .0032 0.0025 0.004%

TABLE 3
BIt ERROR PROBABILITY AS A FUNCTION OF LINE HIGH PASS CHARACTERISTICS WITH LOW PASS CUT OFF
AT 2.2 K.C.S. (3 Nb), SIGNAL TO IMPULSE NOISE AMPLITUDE RATIO - -21.1, lb (SEE CURVES FIG. 16)

HIGH PASS ERROR PROBABILITY
CUT OFF, C.P.S.

(AT S db) WORD I WORD 2 WORD 5

0 0.044 0.043 0.052

INIS 0.0036 0.0034 O.OOSO

1 SO 0.142 0.01o6 0.02S

280 0.038 0.0410 0 2

ERROR PROBABILITY AS A FUNCTION OF LINE LOW PASS CHARACTERISTICS WITH NIGH PASS CUT OFF AT
Ills C.P.S. (S db), SIGNAL TO IMPULSE NOISE AMPLITUDE RATIO • -21., db (SEE CURVES FIG. IS)

CLOW PASS ERROR PROBABILITY

CUT OFF, -,C.S ,
(AT 3 db) WORD I WORD 2 WORD 5

, 0.0095 0.0096 .0149

2.10 0.00212 0.0027 .0085

3.05j 0.0066 0.0060 .0041

TABLE 14
ERROR PROBABILITY OF WORDS, SIGNAL ENERGY/THERMAL NOISE POWER DENSITY 1 db, SIGNAL 10
IMPULSE NOISE AMPLITUDE RATIO * -21.4 db, FILTER AT NOMINAL SETTINGS (SEC CURVES FIG, 16)

WORD FRROR
PROBABILITY

i O.O5fi
2 0.02211

S 0.0238
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the lower bound is obtained on the assumption that there occur 5-bit errors

per word in error so that the probability of word error equals tho proba-

•.:iLy o,' Iit error. Figure h5 shows the neasured word error rnroba-
si&gnal amplitude

bi] ity obtained by moment detection plotted versus sigals amplitde" The
immpuls-e -amp t itu,

bounds on word error probability obtained by the FýK system under these con-

ditions are also plotted in Figure 45 for comparison purposes.

Inspection of Figures W4 and 45 shows that the performance attainable

with the moment detection equipment was far inferior to that obtainable with

the FSK equipment. Under these circumstances, it did not appear warranted to

:J.nv' r.tifLate moment dot3ction furthe'r.

vi,• j[SnUS:IONi OF rkarS =3SULC;•

A. FSK Fquipmoft

A coMrlAte sct of runs was made on the ,SK equipment. 1he probabili-
jccz of error obtoined were reasonaoly compatibl.x with theory. ,h~ile the

"merror rates were somewhat higher ,han would be expected of an optimum nonco-

herent FSK system, it ;was felt that this was due mainly to the FSK equipment

deficiencies noted in.'the following section.

For purposes of comparison with moment detection, which yields word

error probability, thle word error probability obtained with FSK would be do-

sirable. In Section V.C., it was shown how upper and lower bounds on word

error probabilities may be obtained from the measured bit error probabilities.

B. Moment Detection

Althou[h a complete set of runs were made and recorded on magnetic

tape, only two sets of data were reduced by the IBM 704 computer and error

rates computed. Data reduction was discontinued after these two runs when

the error rates were found to be far greater than those produced by the FSK

equipment or mathematically predicted. It was felt that little, if any, in-
formation would be obtained by further data reduction. It was believed that

the poor results of these two runs justified the suspension of further in-

vestigations. Reasons for the lack of correlation between mathematically

predicted error rates and actual error rates are discussed in the following

section.
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VII. CONCLUSIONS

In general, the failure to obtain data completely compatible with

theory was due to performance limitations of both the FSK equipment and the

moment computer.

From a practical point of view, the equipment needed to implement

moment detection is inordinately complicated. The computation of the kth-

order moment by the "multiple definite integral method" requires the compu-

tation of k + I integrals. This method, which was used because it seemed to

be the most .practical, obtains the required moments au the weighted sum and

difference ok these integrals. Since the resulting moment may be of much

smaller magnitude than the various inputs of which it is composed, it is ex-

tremely aensitive to rain variations and drift of the equipment used (i.e.,

the simall differences of two large numbers is very sensitive to small frac-

tional changes of the large numbers). The example given in the introduction

of this memo where the computation of the second moment of the word 1 is ob-

tained from 25 - 45 + 6 . illustrates this problem very clearly. Tests

of the accuracy obtained with the experimental moment computer showed that

the vwlues of all moments were computed to approximately ± 1% of full-scale

values; this accuracy is in accord with what one can reasonably expect from

the type of equipment employed. Considerably more sophisticated electronic

circuitry would be needed to obtain much better than 1% of full-scale accu-

racy. However, , 1% of full-scale errors are sufficient to cause errors in

the determination of the received word. To this computer error must be added

Ahe error of the tape recorder which is used to record the moments. ie

Ampox tape recorder accuracy is about - 1% of full scale. Thisp too, can

give an error in the determination of the received word.

Because of the tk weighting, moment detection c !'jputation is very

seriously affected by deviations from ideal behavior of the associated com-

munications equipment, such as d.c. components due to nc inearities or gain

variations.

The FSK equipment used in conjunction with thf .ment computer is

believed to be fairly representative of the performanc 1hat may be expected

from noncoherent FSK equipment. Reference to Figure '"?eale severe d.c.
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shifts of bcth mark and sjace outputs with thermal noise. In addition, the

variation of the c'xitrut levels of both mark and space with word content is

clearly indicated in the accoripanying photographs, Figures h7a, b and c.

The two horizontal lines in each photo are the output levels obtained when

a steady mark and space signal is receivedj the traces within are the out-

put amplitudes obtained when the words 1, 2 and 5 respectively, are sent.

FIGURE 4&7a

OUTPUT OF FSK DISCRIMINATOR,
FSK FILTER CONNECTED,
WORD I

IF FIGURE 4.7b

OUTPUT OF FSK DISCRIMINATOR,
FSK FILTER CONNECTED,
WORD 2

FIGURE 47 c

OUTPUT OF FSK DISCRIMINATOR,
FSK FILTER CONNECT9D,
"WORD 5

Fir'qres )hPa, b and c indicate the difference in output amplitudes

of the FSK discriminstnr when the word 1 without noise is sent, the word

31 rithoiit noise is sent, and when the word 31 without noise is sent when

the carrier filter of the 116K equipment is disabled.
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Figures 49a, b and c clearly indicate the assymetrical noise out-

put of the iSK discriminator when thermal noise is inserted at the receiver

input. (Comparison with Figure 4 indicates that the noise at the output of
the telephone line filter is synnetric.) Again, the horizontal lines are
the output amplitudes when a steady mark and space signal is sent without

noise.

It should be noted that the paragraphs above are not written in con-
demnation of the particular FSK equipment used in conjunction with the moment

computer. wuite the contrary; these differences are of little import in
normal FSK operation but are inherently very serious when used with moment

detection.

The exper.imental investigation has shown that in order for the moment
detection-technique to be properl, implemented, electronic equipment of un-

usual, and it is felt impractical, complexity and accuracy is required. fur-
ther, it is found that even if the t.erminal moment detection equipment were
ideali tho technique is extremely.,gonsitive to gain variations and nonlineari-

ties (d.c. offset) of the associated communications equipment. Moment detection 4
therefore appears to hold little promise as a decision technique in a practical
communications system.

"16



FIGURE 4Sa

OUTPUT OF FS DISCRIMINATOR,
FSK FILTER CONNECTED,

WORD I

S-FIGURE.'&8b

OUTPUT OP FSK DISCRIMINATOR,
FSK FILTER CONNECTED
WORD 31

FIGURE 48c

OUTPUT OF FSK 1DISCRIMINATOR,FSK FILTER DI., ONNECTED,

WORD 31

SFIGURE 49a

;HARK AND SPACE
:OUTPUT OF FSK DI(CRININATOR,

"ShEADY APUT

FIGURE l1b

THERMAL NOISE

OUTPUT OF FSK DISCRIMINATOR,
FSK FILTER CONNECTED

FIGURE 49c

THERMAL NOISE

OUTPUT OF FSK DISCRIMINATOR,
FSK FILTER DISCONNECTED
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APPENDIX

Difficulties Encountered with The FSK Equipment

Some of the difficulties experienced with the Tele-Signal, Model

3000, FSK equipment may be of interest and are listed below.

1. Extremely high error probabilities observed during early FSK test

runs were found to be due to a partially shorted input trafiformer

and a defective transistor V103 in the high-speed network of the
FSK Receiver.

2. After the defective parts were replaced, the FSK test runs were re-

peated. Although the error probabilities were greatly reduced, they

were still much higher than expected. The reason was found

to be the large ripple components on the d.c. output voltages from

the power supplies. Since reduction of the ripple components would have,'

entailed equipment redesign, the power supplies were disconnected and

the FSK equepmnt was supplied with external d.c. power during the

actual evaluation.

:/ 3. As noted in Section VII of this report, severe d.c, discriminator

shifts with additive thermal noise was encountered. Again, equip-

ment redesign would have been necessary to correct this condition-

however, an attempt was nade to minimize this effect by adjustment

of the discriminator. It is believed that this d.c. shift had much

more serious effects on the error probabilities obtained W.L~h mo1memn,

detection than during normal FSK detection.

h, In the process of correcting and/or alleviating these difficulties,

many differences between the schematics and the actual equipment were

noted. In prototype equipment of this kind, it is not unusual to en-

counter discrepancies of this type and in all cases it was considered

that the equipment components and wiring rather than the schematics

were correct.
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